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Abstract

These notes are mainly based on a paper by McKay [4] on the eigenvalues of large regular graphs, one
by Sokal [5] on bounds of zeros of chromatic polynomials, and another by Sarnak [3], found in sections 4,
8 and 6 respectively. It turns out that the eigenvalues of large regular graphs follow with high probability
a distribution depending only the degree and that for cubic graphs, for any x 6= 3 there exists a sequence
of graphs such that their spectra avoid x (i.e. x can be gapped). In addition, the zeros of the chromatic
polynomial of a regular graph is bounded linearly by its degree. Sections 1, 2 and 7 give some background
on algebraic graph theory, mostly taken from Biggs [1]. Section 3, on the process of generating random
regular graphs, is due to Bollobás [2].
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1 The spectrum of a graph

Definition 1.1. The adjacency matrix of G is the n× n matrix A = A(G) where

ai,j =

{
1 vi and vj are adjacent;

0 otherwise.

By definition, A is real symmetric and has trace 0. Since the ordering of rows and columns of A was arbitrary,
we will be interested in permutation-invariant properties of A, mainly its spectral properties.

Definition 1.2. The spectrum of G is the set of eigenvalues of A(G) with their multiplicities. If λ0 > λ1 >
· · · > λs−1 are eigenvalues with multiplicity m(λ0), . . . ,m(λs−1) respectively, then we write

SpecG =

(
λ0 λ1 · · · λs−1

m(λ0) m(λ1) · · · m(λs−1)

)
.

These eigenvalues correspond precisely to the roots of the characteristic polynomial, with their multiplicity
equal to the multiplicity of these roots.

1Department of Mathematics and Statistics, McGill University
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Definition 1.3. The characteristic polynomial of G is

χG(x) = det(xI−A) = xn + c1x
n−1 + · · ·+ cn.

Note that ci is the sum of all i× i principal minors of A, which is the determinant of a submatrix of A
that takes i rows and the same set of columns, since ci comes from expanding along the diagonal n− i times,
which always leaves such a matrix behind.

Proposition 1.4. The coefficients of χG satisfy

1. c1 = 0;

2. −c2 = |E|;

3. −c3 is twice the number of triangles of G.

Proof. Essentially follows from the fact that those ci are summed from principal minors.

1. All 1× 1 principal minors of A are 0;

2. A 2 × 2 principal minor of A at i, j is non-zero if and only if the submatrix is

[
0 1
1 0

]
, in which case

the principal minor is −1, and we have such a submatrix if and only if vi and vj are adjacent;

3. A 3×3 principal minor of A at i, j, k is 0 unless all non-diagonal entries are 1, which is true if and only

if vi, vj and vk form a triangle. In this case, the principal minor is

∣∣∣∣∣∣
0 1 1
1 0 1
1 1 0

∣∣∣∣∣∣ = 2.

This shows that algebraic properties of A(G) have profound implications on graph-theoretical properties
of G and vice-versa. Here we apply them to find SpecK4.

Example 1.5. For G = K4, note

A =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 =⇒ A


1
1
1
1

 =


3
3
3
3


so we see that 3 is an eigenvalue. We can use 1.4 to derive all but the last coefficient of χ, which is simply
det A = −3. Thus

χK4
(x) = x4 − 6x2 − 8x− 3 = (x− 3)(x3 + 3x2 + 3x+ 1) = (x− 3)(x+ 1)3

=⇒ SpecK4 =

(
3 −1
1 3

)
.

Later, in 2.6, we will see a general description of SpecKn.

2



Another interesting algebraic object is the adjacency algebra:

Definition 1.6. The adjacency algebra of G is the algebra generated by polynomials of A = A(G), with the
usual matrix addition and multiplication. We denote the adjacency algebra by A(G).

Since χG(G) = 0, dimA(G) ≤ n. We can derive a lower bound for dimA(G) via graph-theoretical
properties of G. We start by associating powers of A to graph-theoretical properties.

Definition 1.7. A walk from vi to vj of length ` is a sequence of vertices vi = v0, v1, . . . , v` = vj such that
vk−1 and vk are adjacent for all 1 ≤ k ≤ `.

Lemma 1.8. The number of walks of length ` from vi to vj is precisely the entry (i, j) in A`.

Proof. We prove this by induction. ` = 0 is true since A0 = I. Suppose this is true for ` = L. Note that
for each distinct walk from vi to vj of length L + 1, there is a distinct walk of length L from vi to some vk
adjacent to vj and vice-versa. Thus the number of walks from vi to vj of length L+ 1 is precisely the sum of
the number of walks of length L from vi to each vk adjacent to vj , i.e. (AL)ik. And the (i, j) entry of AL+1

is precisely

(AL+1)ij =

n∑
k=1

(AL)ikakj =
∑

(vk,vj)∈E

(AL)ik.

Definition 1.9. We call G connected if there exists a walk from each vi to each vj . When there exists a
walk from vi to vj , the length of the shortest walk is called the distance from vi to vj on G, denoted ∂(vi, vj).
The maximum distance on a connected G is called its diameter.

Proposition 1.10. Let G be connected with diameter d. Then dimA(G) ≥ d+ 1.

Proof. Let x, y ∈ V be such that ∂(x, y) = d. Let x = v0, . . . , vd = y be a walk of length d. Then
there are no walks from x to v` that are shorter than `, so that entry in Ak is 0 for all k < ` so A` is
independent from {I, . . . ,A`−1} and this is true for all 0 ≤ ` ≤ d so {I, . . . ,Ad} are linearly independent,
i.e. dimA(G) ≥ d+ 1.

Since the dimension of A(G) corresponds directly to the degree of the minimal polynomial, which corre-
sponds to the number of distinct eigenvalues of G, we have the following corollary:

Corollary 1.11. A connected graph with diameter d has at least d+ 1 distinct eigenvalues.

Exercise 1.1. If Gi denotes the induced subgraph of V \ vi, then

χ′G =

n∑
i=1

χGi .
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Proof. Let X(x) be the diagonal matrix with xi(x) at the i-th row, where xi : x 7→ x and let Xi(x) be X
with the i-th row and column removed. Now we view χG as

χG(x) = det(xI−A(G)) = det(X(x)−A(G)).

Then by chain rule (gi denotes the part of det(X(x)−A(G)) expanded at the i-th row that does not depend
on xi)

∂χG
∂x

(x) =

n∑
i=1

∂χG
∂xi

(x) · ∂xi
∂x

(x) =

n∑
i=1

∂

∂xi
det(X(x)−A(G))

=

n∑
i=1

∂

∂xi
(xi det(Xi(x)−A(Gi))− gi(x1, . . . , xi−1, xi+1, . . . , xn))

=

n∑
i=1

det(Xi(x)−A(Gi)) =

n∑
i=1

χGi .

Exercise 1.2. Let gij(r) be the number of walks of length r from vi to vj in G. Let G(z) be the matrix
where

(G(z))ij =

∞∑
r=0

gij(r)z
r (1.1)

under the assumption that (1.1) is absolutely convergent for all i, j. Then G(z) = (I−zA)−1 (so in particular
1
z /∈ SpecG).

Proof. We prove G(z) = G(z)zA + I. Indeed we have

(G(z)zA)ij = z

n∑
k=1

(G(z))ikakj = z

n∑
k=1

∞∑
r=0

gik(r)zrakj =

∞∑
r=0

zr+1
n∑
k=1

gik(r)akj .

Recall from the proof of 1.8 we have
∑n
k=1 gik(r)akj = gij(r + 1), thus

(G(z)zA)ij =

∞∑
r=0

zr+1gij(r + 1) =

∞∑
r=1

zrgij(r).

If i 6= j then gij(0) = 0 so (G(z)zA)ij = (G(z))ij . If i = j then z0gij(0) = 1 so (G(z)zA)ij + 1 = (G(z))ij .
Thus G(z) = G(z)zA + I.

2 Regular graphs

We will see in this section that combinatorial regularity can have consequences on spectra of graphs. The
class of graphs possessing the most simple kind of regularity are k-regular graphs, or graphs in which every
vertex has degree k. This property has direct consequences on the graphs’ eigenvalues.

Proposition 2.1. Let G be k-regular. Then

1. k ∈ SpecG;
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2. The multiplicity of k ∈ SpecG is 1 if G is connected;

3. For all λ ∈ SpecG, |λ| ≤ k.

Proof. 1. Take x = [1, . . . , 1]ᵀ ∈ Rn, then (Ax)i =
∑n
j=1 aij = k so Ax = kx.

2. Suppose x = [x1, . . . , xn]ᵀ satisfies Ax = kx. Let i be such that xi = max1≤j≤n(xj). Then

(Ax)i =

n∑
j=1

aijxj = kxi

so xi = xj for all xj adjacent to xi. Since now those xj = max1≤j≤n(xj) also, their neighbours are also
equal to xi and so forth. Since G is connected, we get that xi = xj∀i, j so x = x1[1, . . . , 1]ᵀ.

3. Suppose x = [x1, . . . , xn]ᵀ 6= 0 satisfies Ax = λx. Let i be such that |xi| = max1≤j≤n(|xj |). Then

|λxi| = |(Ax)i| =

∣∣∣∣∣∣
n∑
j=1

aijxj

∣∣∣∣∣∣ ≤
n∑
j=1

aij |xj | ≤
n∑
j=1

aij |xi| = k|xi| =⇒ |λ| ≤ k.

In particular, 2.1 gives us a way to characterize regular connected graphs from its adjacency algebra. Let
J denote the matrix whose entries are all 1.

Proposition 2.2. G is regular and connected if and only if J ∈ A(G).

Proof. Suppose J ∈ A(G). Then for each (i, j) there exists r such that (Ar)ij 6= 0 so by 1.8 G is connected.
Since J is a polynomial of A, JA = AJ so we have

(JA)ij =

n∑
k=1

akj = (AJ)ij =

n∑
k=1

aik

i.e. deg(vj) = deg(vi) and this is for all vi, vj ∈ V so G is regular.
Conversely suppose G is k-regular and connected. Let p be the minimal polynomial of G. Then by 2.1

p(x) = (x − k)q(x) for some polynomial q. Note p(A) = 0 = (A − kI)q(A) =⇒ Aq(A) = kq(A). In
particular, this means that every column vector of q(A) is a k-eigenvector of A. Since A is connected, by 2.1
the columns of q(A) are multiples of [1, . . . , 1]ᵀ. Since (q(A))ᵀ = q(A), q(A) is a multiple of J.

Note that the polynomial q used in 2.2 is simply q(x) =
∏s−1
i=1 (x−λi), where λi are the distinct eigenvalues

of G that are smaller than k. The following is an explicit construction of J from q (i.e. from SpecG) given a
connected k-regular G.

Corollary 2.3. Let G be connected and k-regular and let q be as in the proof of 2.2. Then

J =

(
n

q(k)

)
q(A).
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Proof. From the proof of 2.2, q(A) = αJ for some α. Let x = [1, . . . , 1]ᵀ ∈ Rn. Note that αJx = nαx.

However since Ax = kx we must have q(A)x = q(k)x (since Arx = krx). Thus α = q(k)
n so J = 1

αq(A) =
( n
q(k) )q(A).

This shows that knowing SpecG can be particularly powerful. The following builds the linear algebraic
theory for a special class of regular graphs for which we can compute SpecG explicitly.

Definition 2.4. An n × n matrix M is circulant if mij = m1,(j−i+1)n for i > 1. A graph G is circulant if
A(G) is circulant.

In other words, M is circulant if the i-th row of M is its first row slid right i − 1 places. Let W be the
n × n circulant matrix where the first row is [0, 1, 0, . . . , 0]. Then if the first row of M is [m1, . . . ,mn], we
have

M =

n∑
j=1

mjW
j−1

(since Wj−1 is a circulant matrix where the first row has 1 at the j-th column and 0 elsewhere).
Suppose x = [x1, . . . , xn]ᵀ is a non-zero eigenvector of W, then note

Wx = [x2, . . . , xn, x1]ᵀ = λx ⇐⇒ λxj = xj+1∀1 ≤ j < n ∧ λxn = x1 ⇐⇒ λn = 1 ∧ xj = λj−1x1.

In other words, the eigenvalues of W are precisely the n-th roots of 1, i.e. 1, ω, . . . , ωn−1 where ω =
exp(2πi/n). It follows that the eigenvalues of M, which is a polynomial of W, are

λr =

n∑
j=1

mjω
(j−1)r, 0 ≤ r ≤ n− 1.

This gives us the following result:

Proposition 2.5. Suppose that [0, a2, . . . , an] is the first row of A(G) for G circulant, then the eigenvalues
of G are

λr =

n∑
j=2

ajω
(j−1)r, 0 ≤ r ≤ n− 1.

We remark that these n eigenvalues are not necessarily distinct. We will give three applications of 2.5.

Example 2.6. Kn is circulant, with the first row of A(Kn) being [0, 1, . . . , 1]. Note
∑n
j=1 ω

(j−1)r = 0 for
1 ≤ r ≤ n− 1, so in these cases

λr =

n∑
j=2

ajω
(j−1)r = −1.

For r = 0, ω(j−1)r = 1∀1 ≤ j ≤ n so

λ0 =

n∑
j=2

ajω
(j−1)r = n− 1.
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Thus

SpecKn =

(
n− 1 −1

1 n− 1

)
.

Example 2.7. Cn is circulant, with the first row of A(Cn) being [0, 1, 0, . . . , 0, 1] (so vi is adjacent to vi−1

and vi+1 and v1 is adjacent to vn). Then

λr =

n∑
j=2

ajω
(j−1)r = ωr+ω(n−1)r = cos(2πr/n)+cos(−2πr/n)+i(sin(2πr/n)+sin(−2πr/n)) = 2 cos(2πr/n).

However note that 2 cos(2πr/n) = 2 cos(2π(n−r)/n) so if n is odd then for all 1 ≤ r ≤ n−1
2 there is a distinct

n+1
2 ≤ r′ ≤ n− 1 such that n− r = r′, thus

SpecCn =

(
2 2 cos(2πr/n)∀1 ≤ r ≤ n−1

2
1 2

)
.

On the other hand if n is even then for all 1 ≤ r ≤ n
2 − 1 there exists a distinct n

2 + 1 ≤ r′ ≤ n− 1 such that
n− r = r′ and 2 cos(2π(n/2)/n) = 2 cosπ = −2, thus

SpecCn =

(
2 2 cos(2πr/n)∀1 ≤ r ≤ n−2

2 −2
1 2 1

)
.

Example 2.8. For K2s, separate V into V1, V2 with V1 ∪ V2 = V and |V1| = |V2| = s and pair V1 and V2

bijectively. Define Hs, called the hyperoctahedral graph, to be the subgraph of K2s with the edges between
those paired vertices removed. We now order V (Hs) such that (vi, vi+s) /∈ E(Hs)∀1 ≤ i ≤ s (i.e. each vi ∈ V1

was paired to vi+s ∈ V2). Then we note that A(Hs) is circulant with the first row being all 1s except at the

first and the s+ 1-th positions. Again due to
∑2s
j=1 ω

(j−1)r = 0 for 1 ≤ r ≤ 2s− 1, in these cases

λr =

2s∑
j=2

ajω
(j−1)r = −1− ωsr = −1− (−1)r =

{
0 r = 2k − 1, 1 ≤ k ≤ s;
−2 r = 2k, 1 ≤ k ≤ s− 1.

When r = 0, ω(j−1)r = 1∀2 ≤ j ≤ 2s so λ0 = 2s− 2. Thus

SpecHs =

(
2s− 2 0 −2

1 s s− 1

)
.
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3 Random Regular Graphs

A commonly used method to generate a random graph on n vertices2 is G(n, 1/2), where we take a graph
with n vertices and each pair of vertices have independently a probability of 1/2 to be adjacent. Under this

model, all 2(n
2) graphs have an equal chance of being chosen. It is also an effective algorithm for generating

random graphs. Here, we define another algorithm for generating regular graphs because, as we will see later,
a random graph is, with high probability, not regular.

Definition 3.1. Given n > k natural numbers with nk being even, we define a random k-regular graph on
n vertices generated by the Bollobás model as follows:

• Take nk balls grouped into n sets of k balls;

• Uniformly randomly take a perfect matching on those balls. If two balls from the same set matched, or
if there are two or more matches between balls from the same pair of sets, then we say the generation
failed and take a new matching;

• For each set of balls, we define a vertex. Two vertices are adjacent if there is a matching between balls
of their corresponding set.

Suppose for each matching, we label all sets and all balls. For each regular graph, we label all vertices
and label each edge by a 2-tuple corresponding to its two ends, such that the set of tuple values on edges out
of any given vertex form exactly some k-element set (in Figure 1, {a, b, c}). Then it is clear that there is a
bijection between labeled graphs and labeled matchings.

1

3

2 4

5

6

a-a

b-c
c-b

c-b

c-c

c-a

b-b

a-b

a-a

graph

1a with 5a
1b with 2c
1c with 4b
2a with 6a
2b with 3b
3a with 6b
3c with 4a
4c with 5b
5c with 6c

matching

1

3

2 4

5

6

b-a

a-c
c-b

c-b

c-c

c-a

b-b

a-b

a-a

graph with new labelling

1a with 2c
1b with 5a
1c with 4b
2a with 6a
2b with 3b
3a with 6b
3c with 4a
4c with 5b
5c with 6c

new matching

Figure 1: Two ways of labelling a 4-regular graph on 6 vertices and its corresponding matching.

The assignment of a labelling to matchings is clearly uniform by simply labelling the balls before matching.
For a given vertex labelling (there are n! ways to vertex label a graph), a permutation in the way any vertex
labels its incident edges will result in a different graph labelling, so there are exactly nk! ways to edge label
a graph given a vertex labelling. Thus all k-regular graphs are equally likely to be obtained from a random
matching, giving us the following:

2We always assume the vertices to be labeled, i.e. distinct, so G1 and G2 could be isomorphic but not equal.
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Proposition 3.2. The Bollobás model generates all k-regular graphs on n vertices with equal probability.

We note that the Bollobás model gives us an algorithm for generating random k-regular graphs. Now we
prove that a random graph is not k-regular w.h.p.

Proposition 3.3. G(n, 1/2) is not k-regular w.h.p.

Proof. There are 2(n
2) graphs on n labeled vertices. Given n groups of k balls, there are

(
nk
nk/2

)
ways to

bipartition the balls and (nk/2)! ways to make a matching. However, flipping any pair of matched balls will
be counted as a new matching in this system, so each matching is actually counted 2nk/2 times. Thus there

are (nk)!
(nk/2)!2nk/2 matchings. As noted above, each k-regular graph can be produced from nk! matchings, so

there are (nk)!
(nk/2)!2nk/2nk! k-regular graphs on n labeled vertices. Finally for n ≥ k/2

(nk)!

(nk/2)!2nk/2nk!
≤
(
k

2

)nk/2
· nnk/2−k! ≤ nnk ≪ 2(n

2) = (
√

2)n
2−n.

4 Distribution of eigenvalues of a large regular graph

This section will be notes on a paper by McKay 1981.

4.1 Introduction

Given G (proper) k-regular graph, let n(G) denote its number of vertices and cr(G) its number of cycles of

length r. Let FG(x) denote the discrete CDF of its eigenvalues (i.e. each eigenvalue λ is assigned p(λ) = m(λ)
n(G)

where m(λ) is its multiplicity). Then by basic probability

1. FG(x) = 0 if x < −k;

2. FG(x) = 1 if x ≥ k;

3. FG(x) is increasing and right-continuous on R.

Now we state the main result of the McKay paper:

Theorem 4.1. Let G1, G2, . . . be a sequence of k-regular graphs satisfying the following:

• n(Gi)→∞ as i→∞;

• For each r ≥ 3,

cr(Gi)/n(Gi)
i→∞−−−→ 0. (4.1)

Then, FGi
(x)→ F (x) for x ∈ R as i→∞, where F (x) is the function defined as follows:

1. F (x) = 0 if x ≤ −2
√
k − 1;
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2. If −2
√
k − 1 < x < 2

√
k − 1,

F (x) =

∫ x

−2
√
k−1

k
√

4(k − 1)− t2
2π(k2 − t2)

dt =
1

2
+

k

2π

[
arcsin

x

2
√
k − 1

− k − 1

k
arctan

(k − 2)x

k
√

4(k − 1)− x2

]
;

3. F (x) = 1 if x ≥ 2
√
k − 1.

Conversely, if FGi
(x) does not converge to F (x) for some x, then (4.1) fails for some r ≥ 3.

All graphs in this section take the assumptions of 4.1. We start with a short lemma or remark:

Lemma 4.2. Let c(Gi) denote the number of connected components in Gi. Then c(Gi)/n(Gi)→ 0 as i→∞.

Proof. For contradiction suppose lim supi→∞ c(Gi)/n(Gi) = c > 0, so by taking a subsequence of Gi, we
can WLOG assume that c(Gi)/n(Gi) → c. Fix min(c/2, 1) > ε > 0. Let N ∈ N be such that, for all
2(1/c+ ε) ≤ r ≤ 3, cr(Gi)/n(Gi) < ε, |n(Gi)/c(Gi)− 1/c| < ε and |c(Gi)/n(Gi)− c| < ε for all i ≥ N .

Now fix i ≥ N . Note that since each component in Gi has on average at most 1/c + ε vertices, at least
c(Gi)/2 components have at most 2(1/c+ ε) vertices. Note that each such component contains at least one
cycle of length 2(1/c+ ε) ≤ r ≤ 3 (due to acyclic graphs being trees, which always have vertices of degree 1
or 0 so not k-regular). Thus each such cycle appears on average at least c(Gi)/(4(1/c + ε)) times, so there
must exist some 2(1/c+ ε) ≤ r ≤ 3 such that

cr(Gi) ≥ c(Gi)/(4(1/c+ ε)) =⇒ ε >
cr(Gi)

n(Gi)
≥ c(Gi)

4(1/c+ ε)n(Gi)
>

c− ε
4(1/c+ ε)

>
c

8(1/c+ 1)

which clearly does not hold as ε→ 0.

Corollary 4.3. For all M ∈ N and c > 0, there exists N ∈ N such that for all i ≥ N , components of Gi
with less than M vertices have in total at most n(Gi)/c vertices.

Proof. Components with less than M vertices have in total at most Mc(Gi) vertices, and

Mc(Gi) ≤ n(Gi)/c ⇐⇒ Mc(Gi)/n(Gi) ≤ 1/c.

Thus we can simply apply 4.2 with ε ≤ 1
cM .

Example 4.4. When k = 2, Gi are all cycles Cr(i) where r(i) = n(Gi)→∞ and for −2 < x < 2,

F (x) =

∫ x

−2

2
√

4− t2
2π(4− t2)

dt =

∫ x

−2

1

π
√

4− t2
dt =

1

π

(
arcsin

x

2
+
π

2

)
=

1

π
arccos

x

2
.

If X ∼ U(0, 1) and Y = 2 cos(πX) = 2 cos(2πX), then F (x) is exactly the CDF of Y . It is known that each
component of Gi must be a cycle. For each r ≥ 3, let Fr denote the distribution of eigenvalues of Cr. Then by
2.7 we see that Fr(x)→ F (x) for all x ∈ R. 4.3 allows us to assume that at least (1− 1/c)n(Gi) eigenvalues
are from cycles of size at least M , for large enough i, so it is clear that FGi

(x) is between FM (x)− 1/c and
max(F (x), FM (x)) + 1/c for each x, so with M →∞ and c→ 0 we have FGi

(x)→ F (x).
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4.2 Existence and uniqueness of F (x)

We first prove a counting result related to Catalan numbers.

Lemma 4.5. Fix n, k ∈ N, k ≤ n. Assume we have x = (x1, . . . , x2n) where xi ∈ {−1, 1} such that the
following are satisfied:

•
∑2n
i=1 xi = 0 and

∑j
i=1 xi ≥ 0∀1 ≤ j ≤ 2n (note that these are the same as for Catalan numbers);

• |{1 ≤ j ≤ 2n :
∑j
i=1 xi = 0}| = k.

Then there are (
2n− k
n

)
k

2n− k
possibilities for x.

Proof. Let N(n, k) denote the number of possibilities for x and let P (n, k) =
(
n+k−1
k−1

)
denote the number of

ways of putting n indistinguishable balls into k labeled baskets (equivalent to choosing k− 1 positions out of
n+ k − 1 to be cutoffs between baskets, with the rest being balls in each basket). Let x′ be defined from x
according to the following:

• For each 1 < j < 2n where
∑j
i=1 xi = 0, remove xj and xj+1 (note that xj = −1 and xj+1 = 1 always);

• Remove x1 and x2n (x1 = 1 and x2n = −1 always).

Then x′ satisfies the assumptions with n− k and some ` as its parameters (1 ≤ ` ≤ n− k). However, given
x′, there are P (k− 1, `+ 1) possible x (since there are k− 1 ”zeros” to be put into `+ 1 potential positions).
Thus we have

N(n, k) =

n−k∑
`=1

N(n− k, `)P (k − 1, `+ 1) =

n−k∑
`=1

(
`+ k − 1

`

)
N(n− k, `).

We now prove by induction on n − k that N(n, k) =
(

2n−k
n

)
k

2n−k . If n = k then N(n, k) = 1. Now assume
the proposition is true for all n, k such that n− k < M (M ∈ N) and now assume n− k = M . By IH (note
n− k − ` < M)

N(n, k) =

M∑
`=1

(
`+ k − 1

`

)
N(M, `) =

M∑
`=1

(
`+ k − 1

`

)(
2M − `
M

)
`

2M − `

=

M∑
`=1

(`+ k − 1)!

`!(k − 1)!
· (M + n− k − `)!

(n− k)!(M − `)!
· `

M + n− k − `

=
(2n− k)!

n!(n− k)!

k

2n− k

M∑
`=1

(`+ k − 1)!(M − `+ n− k − 1)!n!

(`− 1)!k!(M − `)!(M + n− 1)!
.

11



Note

(`+ k − 1)!(M − `+ n− k − 1)!M !

(`− 1)!k!(M − `)!(M + n− 1)!
=

(
`+k−1
`−1

)
(M − `+ n− k − 1)!n!(M − 1)!

(M − `)!(M + n− 1)!(n− k − 1)!

=

(
`+k−1
`−1

)(
M−`+n−k−1

M−`
)(

M+n−1
n

)
=
P (`− 1, k + 1)P (M − `, n− k)

P (M − 1, n+ 1)

which is the probability that when putting M − 1 balls uniformly and independently randomly into n + 1
baskets, there are `− 1 balls inside k + 1 specific baskets and the remaining n− ` balls inside the remaining
n− k baskets. Summing over ` from 1 to M , this covers all possible number of balls ending into those k + 1
specific baskets (i.e. 0 to M − 1), so this sums up to 1 over 1 ≤ ` ≤M and we are done.

Note that we can use the above result to count the number of closed walks in an acyclic regular graph:

Lemma 4.6. Suppose G is k-regular. Let v0 ∈ V (G) and suppose the subgraph of G induced by vertices at
distance at most r/2 from v0 is acyclic (i.e. a tree rooted at v0). Then the number of closed walks of length
r in X starting at v0 is θ(r), where θ(r) = 0 if r is odd, θ(0) = 1 and otherwise

θ(2s) =

s∑
i=1

(
2s− i
s

)
i

2s− i
ki(k − 1)s−i

= k

s−1∑
i=0

(
2s

i

)
s− i
s

(k − 1)i

=

s∑
i=1

(
2s

i

)
2s− 2i+ 1

2s− i+ 1
(k − 1)i.

Proof. Let v = v0, . . . , vr be a closed walk of length r. Corresponding to v we have a sequence of nonnegative
integers d = d0, . . . , dr, where di is the distance from v0 to vi in G. Then |di − di−1| = 1 for r ≥ i ≥ 1 and
dr − d0 =

∑r
i=1(di − di−1) = |{i : di − di−1 = 1}| − |{i : di − di−1 = −1}| = 0 so r is even so let s = r/2

where s > 0.
It is proven in 4.5 (to see that it applies here, note dj =

∑j
i=1 xi) that the number of possible d with i

dj (for 1 ≤ j ≤ r) being 0 (i ≥ 0) (we say d has i zeros) is(
2s− i
s

)
i

2s− i
.

Fix d with i zeros. Note that this fixes a sequence of moving away or towards v0, starting at v0 for the walk.
Every move towards v0 is predetermined. Since we start at v0 i times throughout the walk and each time
has k possibilities so those account for ki possibilities in total. All the s − i other times we need to move
away from v0 so those account for (k− 1)s−i possibilities, thus each d accounts for ki(k− 1)s−i closed walks,
giving us the first expression. The other equalities are by algebra.

We then determine that θ(r) holds asymptotically without the acyclic assumption:

12



Lemma 4.7. For r ≥ 0, i ≥ 1 let φr(Gi) denote the total number of closed walks of length r in Gi. Then
for each r, φr(Gi)/n(Gi)→ θ(r) as i→∞.

Proof. Let nr(Gi) denote the number of vertices in Gi that satisfy the assumptions of 4.6 regarding v0.
Given v0 ∈ V (Gi), call the subgraph used in 4.6 Hr(v0) ⊆ Gi. Then note nr(Gi)/n(Gi)→ 1 as i→∞, since
otherwise n(Gi)−nr(Gi) would not be o(n(Gi)), and since the number of v such that V (Hr(v))∩V (Hr(v0)) 6=
∅ is upper bounded3 regardless of Gi, the number of cycles that are in some Hr(v), i.e. of size at most
k(k − 1)r/2−1 + 1 (upper bound of the size of Hr(v)), is not o(n(Gi)), so there must be some r0 at most
k(k − 1)r/2−1 + 1 such that cr0(Gi) is not o(n(Gi)), a contradiction to (4.1).

Note that for any v ∈ V (G), the number of closed walks of length r is trivially upper bounded by kr−1,
thus by squeeze theorem

nr(Gi)θ(r)

n(Gi)
≤ φr(Gi)

n(Gi)
≤ nr(Gi)θ(r) + (n(Gi)− nr(Gi))kr−1

n(Gi)
=⇒ φr(Gi)

n(Gi)

i→∞−−−→ θ(r).

We can rewrite φr/n as a Lebesgue-Stieltjes integral with respect to FGi
(x):

Lemma 4.8. For each r ≥ 0, ∫
xrdFGi

(x)
i→∞−−−→ θ(r).

Proof. By definition of FG and 1.8,

∫
xrdFGi

(x) =
∑

λ∈SpecGi

λrp(λ) =
1

n(Gi)

n(Gi)∑
j=1

λrj =
1

n(Gi)
Tr(Ar) =

φr(Gi)

n(Gi)
∀r ≥ 0.

Now we arrive at the existence and uniqueness of F (x).

Theorem 4.9. There is a unique F (x) increasing and right-continuous such that∫
xrdF = θ(r)∀r ≥ 0.

Furthermore, FGi(x)→ F (x) as i→∞ for every x where F is continuous.

To prove this, we state 3 standard results in analysis. Let I = [α, β] and for each M ≥ 0, define RBV(I,M)
to be the set of all real f(x) such that

1. f(x) = 0 if x < α and f(x) is constant if x > β;

2. f is right-continuous;

3. the total variation of f is at most M .

3By at most (k(k − 1)r/2−1 + 1)2 since u ∈ V (Hr(v)) ⇐⇒ v ∈ V (Hr(u)) and each Hr(v) has at most k(k − 1)r/2−1 + 1
nodes, so |v : V (Hr(v)) ∩ V (Hr(v0)) 6= ∅| = |{v : v ∈ V (Hr(u)) : u ∈ V (Hr(v0))}| ≤ (k(k − 1)r/2−1 + 1)2.
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Lemma 4.10. If f ∈ RBV(I,M) and
∫
xrdf = 0∀r ≥ 0, then f(x) = 0 a.e.

Lemma 4.11 (Helley-Bray). Let f1, f2, . . . be a sequence in RBV(I,M) such that fn(x)→ f(x) as i→∞
for some f ∈ RBV(I,M) at every x where f is continuous. Then

∫
xrdfi →

∫
xrdf as i→∞ for each r ≥ 0.

Lemma 4.12 (Helley selection). Let f1, f2, . . . be a sequence in RBV(I,M). Then there exists a subsequence
fn1 , fn2 , . . . and f ∈ RBV(I,M) such that fnk

(x)→ f(x) as k →∞ at every x where f is continuous.

We use the above to prove the following:

Theorem 4.13. Let f1, f2, . . . be a sequence in RBV(I,M) such that
∫
xrdfi → µr as i → ∞ for each

r ≥ 0, where µr ∈ R∀r ≥ 0. Then there exists a unique (up to being equal a.e.) f ∈ RBV(I,M) such that∫
xrdf = µr∀r ≥ 0. Furthermore fn(x)→ f(x) wherever f(x) is continuous.

Proof. Suppose f, g ∈ RBV(I,M) satisfy
∫
xrdf =

∫
xrdg = µr∀r ≥ 0, then f − g ∈ RBV(I, 2M) satisfies∫

xrd(f − g) =
∫
xrdf −

∫
xrdg = 0∀r ≥ 0 so by 4.10 f − g ≡ 0 a.e.

We know by 4.12 that any subsequence of fn has itself a subsequence x that converge to some fx ∈
RBV(I,M) wherever fx is continuous. By 4.11, all such fx satisfy

∫
xrdfx = µr so there is a unique

fx ≡ f∀x.
It suffices now to prove that fn(x)→ f(x) wherever f(x) is continuous. Suppose there exists x0 where f

is continuous, but fn(x0) does not converge to f(x0). Then there must exist ε and a subsequence fnk
such

that
|fn(x0)− fnk

(x0)| ≥ ε∀k ≥ 1.

By 4.12 fnk
has a subsequence x = fnkj

where fnk
(x)→ fx(x) = f(x) wherever f(x) is continuous. However

fnkj
(x0) cannot converge to f(x0) so f is not continuous at x0, a contradiction.

Then our result 4.9 is a direct corollary:

Proof of 4.9. 4.13 applies with M = 1 (since FGi
are CDFs) and I = [−k, k]. It suffices to show that we have

a unique, increasing and right-continuous F .
Let X ⊆ RBV(I,M) be the set of all f obtainable from 4.13 with FGi . For any f ∈ X, since f ∈

RBV(I,M), f is continuous a.e. Call the set on which f is continuous Af ⊆ R and let A =
⋃
f∈X Af . Then

FGi
(x) converges in A. Since FGi

are increasing, f |A. Let F be such that F (x) = limi→∞ FGi
(x)∀x ∈ A and

for every x0 /∈ A, F (x0) = infx∈A,x≥x0
F (x). Then F since F agrees with any f ∈ X on Af , F agrees with

f a.e. so F ∈ X. F is unique and increasing, so the only discontinuity is of the first kind, so by its definition
F is right-continuous.

4.3 Derivations of F (x)

This section deals with the derivation of F (x) from 4.9 and 4.6 and is quite technical so only an outline will
be given. We start with an asymptotic expression for θ(2s):
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Lemma 4.14. As s→∞,

θ(2s) ∼ 4sk(k − 1)s+1

s(k − 2)2
√
πs
.

Outline of proof. By taking z = 1/(k−1), the second form for θ(2s) from 4.6 can be written as (let i′ = s− i)

θ(2s) = k

s−1∑
i=0

(
2s

i

)
s− i
s

(k − 1)i

=
k(k − 1)s−1

s

s−1∑
i=0

(
2s

i

)
(s− i)(k − 1)i−s+1

=
k(k − 1)s−1

s

s∑
i′=1

(
2s

s− i′

)
i′zi

′−1

=
k(k − 1)s−1

s

(
2s

s− 1

) s∑
i′=1

i′zi
′−1 − ε(s)


where

ε(s) =

s∑
i=1

(
1−

(
2s
s−i
)(

2s
s−1

)) izi−1.

It can be shown that ε(s)→ 0 as s→∞, and it can also be shown that

θ(2s) ∼ k(k − 1)s−1

s

(
2s

s− 1

) s∑
i′=1

i′zi
′−1 ∼ 4sk(k − 1)s+1

s(k − 2)2
√
πs
.

Lemma 4.15. Define ω = sup{|x| | 0 < F (x) < 1}. Then ω = 2
√
k − 1.

Outline of proof. For any s, note that x2 ≤ ω2 =⇒ x2s+2 ≤ ω2x2s wherever d
dxF (x) > 0 by definition of ω

so
∫
x2s+2dF ≤ ω2

∫
x2sdF . Thus

lim sup
s→∞

∫
x2s+2dF∫
x2sdF

≤ ω2.

For any 0 < β < ω, we can find (details omitted)

lim inf
s→∞

∫
x2s+2dF∫
x2sdF

≥ β2.

Thus letting β → ω, we get lims→∞

∫
x2s+2dF∫
x2sdF

= lims→∞
θ(2(s+1))
θ(2s) → ω2 as s → ∞. Thus by 4.14 ω2 =

4(k − 1) =⇒ ω = 2
√
k − 1.
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Lemma 4.16. F (x) is continuous at x = ±ω.

The proof is based on examining the jump at x = ±ω and is omitted.
Finally some further analysis involving Tchebyshev polynomials was used to prove 4.1.

4.4 Application to random regular graphs

Let k ≥ 2 and n1 < n2 < . . . be the sequence of number of vertices on which k-regular graphs are possible.4

For each i define Ri to be the set of all labeled k-regular graphs on ni vertices. Define Fi(x) to be the
average of FG(x) with G taken over all G ∈ Ri, i.e. Fi(x) = 1

ni

∑
G∈Ri

FG(x). Fi can be seen as the expected
eigenvalue distribution of k-regular graphs on ni vertices. We will state the following lemma without proof:

Lemma 4.17. For each r ≥ 3 define cr,i to be the average number of r-cycles in one member of Ri. Then
cr,i → (k − 1)r/2r as i→∞.

For our purposes, we actually only need a weaker result, which will be proven:

Lemma 4.18.
cr,i

i→∞−−−→Mr <∞.

Proof. Uniformly randomly take G ∈ Ri and v ∈ V (G). For the subgraph H induced by the set of all vertices
with distance at most m = dr/2e from v, if H is acyclic then v is not part of any r-cycle. There are at

most
(
ni−1
k

)(
ni−1
k−1

)k(k−1)m−1

possibilities for H (the set of all H is the subset of all trees where each child of

u is sampled from V (G) \ {u}: there are
(
ni−1
k

)
possibilities for children of v and

(
ni−1
k−1

)
possibilities for the

children of u 6= v). Out of these, there are at least
(
ni−1
k

)(
ni−1−k(k−1)m−1

k−1

)k(k−1)m−1

possibilities where H is

acyclic (since there are never less than ni − 1− k(k − 1)m−1 options to chose from for each node).

Let t = k(k − 1)m−1, then the probability that H is acyclic is at least
∏k−2
j=0

ni−1−t−i
ni−1−i ≥ (ni−t−k+1

ni−k+1 )k−1.

Thus the expected number of v ∈ V (G) whose H is acyclic is at least ni(
ni−t−k+1
ni−k+1 )k−1, so the expected

number of r-cycles is at most5

ni
r

(
1−

(
ni − t− k + 1

ni − k + 1

)k−1
)

=
ni
r

(
1−

(
1− t

ni − k + 1

)k−1
)
≤ (k − 1)2nit

r(ni − k + 1)
= O(1).

Theorem 4.19.
Fi(x)

i→∞−−−→ F (x).

4n1 = k + 1 and ni+1 = ni + 2 if k is odd; otherwise ni+1 = ni + 1
5Note (a+ ε)k (where ε→ 0 and a ≥ 0 constant) is upper bounded by ak + k2ak−1ε, since the i-th term after kak−1ε in the

binomial expansion is exactly
εi
(

k
i+1

)
kai

ε→0−−−→ 0 multiplied onto kak−1ε. a = 1− t
ni−k+1

≤ 1 and ε = t
ni−k+1

.
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Proof. Define graph Yi to be the graph consisting of all graphs in Ri put together in disjoint union. Then
FYi ≡ Fi. Now it suffices to show that Yi satisfies the assumptions in 4.1. Indeed since by 4.18 there are on
average at most Mr + ε r-cycles per member of Ri (true for i large enough),

cr(Yi) ≤ |Ri|(Mr + ε)

Since n(Yi) = |Ri|ni,
cr(Yi)

n(Yi)
≤ Mr + ε

ni

i→∞−−−→ 0.

5 Vertex replacement on regular graphs

Let Fk be the set of k-regular graphs (k ≥ 2 across this section). For a given k we will define a map from Fk
onto itself that will help us generate k-regular graphs, via vertex replacement.

Definition 5.1. Let G be a graph. D(G) = DG (called the subdivision graph of G) is defined to be the
graph created from subdividing every edge in E(G). Formally, V (DG) = E(G)∪V (G) and E(DG) = {(e, v) :
e ∈ E(G), v ∈ V (G), e incident to v}.

Remark. For x ∈ V (DG), if x ∈ V (G) then degDG
(x) = degG(x) and if x ∈ E(G) then degG(x) = 2.

We start with a representation of the adjacency matrix of DG.

Lemma 5.2. Let G have n vertices and ` edges. Let Xn×` = X(G) be the undirected incidence matrix of G
(Xve = 1 if and only if e incident to v). Then

A(DG) =

(
0`×` X(G)ᵀ

X(G) 0n×n

)
.

Proof. The first ` rows and columns of A(DG) represent E(G) and the following n represent V (G). Aij = 0
if i, j ∈ V (G) or i, j ∈ E(G) and Aij = 1 if and only if X(G)ij = 1 (if i ∈ V (G) and j ∈ E(G)) or X(G)ji = 1
(if i ∈ E(G) and j ∈ V (G)).

Definition 5.3. Let G be a graph. L(G) = LG the line graph of G is defined where V (LG) = E(G) and
(e, f) ∈ E(LG) if and only if e, f are incident to the same vertex in G.

Lemma 5.4. For each v ∈ V (G), if it is incident to e1, . . . , ed ∈ E(G), then we can identify it with Hv ⊆ LG,
where V (Hv) is the induced subgraph of {e1, . . . , ed}, Hv is isomorphic to Kd and Hv ∩Hu 6= ∅ if and only
if (u, v) ∈ E(G), in which case Hv ∩Hu = {(u, v)}.
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Proof. Hv is isomorphic to Kd since every e, f ∈ V (Hv) are neighbours (they are all incident to v). The
intersection property follows V (Hv ∩Hu) = V (Hv) ∩ V (Hu).

Lemma 5.5. For e = (v, u) ∈ V (LG) (where v, u ∈ V (G) were neighbours in G), degLG
(e) = degG(v) +

degG(u)− 2.

Proof. e is only neighbours with f ∈ E(G) where f 6= e incident to v or to u, and there are degG(v) +
degG(u)− 2 of those.

Proposition 5.6. Let G ∈ Fk be k-regular.

φ : Fk → Fk, G 7→ L(D(G))

is a mapping where every v ∈ V (G) can be identified to Hv ⊆ φ(G) whose vertex set are edges incident to v
in G. Hv is isomorphic to Kk and Hv is joined by an edge to Hu if and only if (u, v) ∈ E(G).

Remark. φ indeed maps into Fk by 5.5, since every e ∈ E(DG) joins a vertex of degree k (from V (G)) and
one of degree 2 (from E(G) ⊆ V (DG)). So e ∈ V (φ(G)) would have degree k + 2− 2 = k.

Proof. Since V (G) ⊆ V (D(G)) and the degrees stay unchanged, we use Hv from 5.4 to get that they are
isomorphic to Kk and that they share a vertex with each of He, where e ∈ E(G) was added by the subdivisions
and e is incident to v and some u neighbour of v. But this means He also shares a vertex with Hu (and
Hu ∩Hv = ∅ since u, v ∈ V (G) can never be neighbours in DG), which means Hv shares an edge with Hu.

By the degree of every x ∈ V (Hv), since they have k− 1 degrees inside Hv, they must have precisely one
degree out of Hv, hence the only if.

Definition 5.7. φ(G) (from 5.6) is called the para-line graph of G.

In order to study the relationship between SpecG and Specφ(G) for G ∈ Fk, we will use two well-known
results from linear algebra, as well as one result that applies to graphs in general.

Lemma 5.8. If M is invertible and T is square,

det

(
M X
Y T

)
= det M det(T−YM−1X).

Proof. Note (assume M`×` and Tn×n)(
M−1 0`×n
0n×` In

)(
I` −X

0n×` In

)
=

(
M−1 −M−1X
0n×` In

)
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is precisely the product of column operations that eliminate M and X. Then(
M X
Y T

)(
M−1 −M−1X
0n×` In

)
=

(
I` 0`×n

YM−1 T−YM−1X

)
=⇒ det

(
M X
Y T

)
(det M)−1 = det(T−YM−1X).

Lemma 5.9. If Xm×n, Yn×m are matrices and χA denotes the characteristic polynomial of a square matrix
A, then

λnχXY(λ) = λmχYX(λ).

Proof. We start by the case where X,Y are n× n, and X is invertible. Then

X(YX)X−1 = XY =⇒ det(λIn −XY) = det(X(λIn −YX)X−1) = det(λIn −YX).

For X,Y both singular, for fixed λ ∈ R, if we consider

ψλ : R2n2

→ R, (X,Y) 7→ χXY(λ); φλ : R2n2

→ R, (X,Y) 7→ χYX(λ)

then ψλ = φλ almost everywhere (wherever one of X,Y is invertible), so since ψλ and φλ are analytic,
ψλ = φλ everywhere. Thus χXY = χYX whenever X,Y are square.

Given n > m, we write (note X′n×n and Y′n×n)

X′Y′ =

(
X

0(n−m)×n

)(
Y 0n×(n−m)

)
=

(
XY 0m×(n−m)

0(n−m)×m 0(n−m)×(n−m)

)
=⇒ χX′Y′(λ) = det

(
λIm −XY 0m×(n−m)

0(n−m)×m λIn−m

)
= λn−mχXY(λ) = χY′X′(λ).

and

Y′X′ =
(
Y 0n×(n−m)

)( X
0(n−m)×n

)
= YX =⇒ λn−mχXY(λ) = χY′X′(λ) = χYX(λ).

Lemma 5.10. Let G be a graph with n vertices, ` edges, degree matrix D and adjacency matrix A. Then

χLG
(λ− 2) = λ`−n det(λIn −A−D).

Proof. Note A(LG) + 2I` = X(G)ᵀX(G). Indeed for i 6= j, A(LG)ij = 1 if and only if i and j are incident to
the same vertex, which is precisely when the i-th and j-th columns of X(G) have a 1 at the same position.
For i = j , the i-th column of X(G) always has precisely two 1s, so (X(G)ᵀX(G))ii = 2. This implies

χLG
(λ− 2) = det(λI` − 2I` −A(LG)) = χX(G)ᵀX(G)(λ).

On the other hand X(G)X(G)ᵀ = A + D. Indeed for i 6= j, Aij = 1 if and only if i and j are incident to the
same edge, which is when i is adjacent to j. If i = j then (X(G)X(G))ii = deg(i) = Dii. The result then
follows from 5.9:

χLG
(λ− 2) = χX(G)ᵀX(G)(λ) = λ`−nχX(G)X(G)ᵀ(λ) = λ`−nχA+D(λ) = λ`−n det(λIn −A−D).
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Now we are ready to state a result due to Cvetković to study the eigenvalues of φ(G).

Theorem 5.11. Let G ∈ Fk have n vertices and ` = nk/2 edges. Then

χφ(G)(λ) = (λ(λ+ 2))`−nχG(λ2 + (2− k)λ− k).

Proof. Recall

A(DG) =

(
0`×` X(G)ᵀ

X(G) 0n×n

)
, D(DG) =

(
2I` 0`×n

0n×` kIn

)
.

By 5.10
χφ(G)(λ) = (λ+ 2)`−n det((λ+ 2)I`+n −A(DG)−D(DG)).

Then by 5.8

(λ+ 2)I`+n −A(DG)−D(DG) =

(
(λ+ 2− 2)I` −X(G)ᵀ

−X(G) (λ+ 2− k)In

)
=

(
λI` −X(G)ᵀ

−X(G) (λ− k + 2)In

)
=⇒ det

(
λI` −X(G)ᵀ

−X(G) (λ− k + 2)In

)
= λ` det((λ− k + 2)In − λ−1X(G)X(G)ᵀ)

= λ`−n det((λ(λ− k + 2)− k)In −A(G)) = λ`−nχG(λ(λ− k + 2)− k)

=⇒ χφ(G)(λ) = (λ(λ+ 2))`−nχG(λ(λ− k + 2)− k).

Corollary 5.12. Let G ∈ Fk have n vertices and ` = nk/2 edges and let f(λ) = λ2 + (2− k)λ− k. Then

Specφ(G) = {0}(`−n) ∪ {−2}(`−n) ∪ f−1(SpecG).

where SpecG and Specφ(G) are understood to be multisets (and {x}(`−n) denotes the multiset with x having
multiplicity `− n) .

Proof. Everything follows 5.11: if λ = 0 or −2 then χφ(G)(λ) = 0; If λ ∈ f−1(SpecG) then f(λ) ∈ SpecG so
χG(f(λ)) = 0 so χφ(G)(λ) = 0. The multiplicities follow from the multiplicity of λ as root of χφ(G).

Now we use the notation
fk(λ) = λ2 + (2− k)λ− k.

Denote

Γk =

∞⋂
j=0

f−jk ([−k, k]).

We are looking for a set Ak ⊆ [−k, k] such that

SpecG ⊆ Ak =⇒ Specφ(G) = f−1
k (SpecG) ∪ {0, 2} ⊆ Ak. (5.1)

Note that if f−jk (Ak ∪ {0,−2}) ⊆ Ak, ∀j ≥ 0 then Ak would satisfy (5.1). We will proceed to show that

Ak = Γk ∪
⋃∞
j=0 f

−j
k ({0}) has the desired property.
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Lemma 5.13. For x /∈ [−k, k], fk(x) /∈ [−k, k]. In particular, x /∈ f−1
k [−k, k] ⊇ Γk and f jk(x) 6= 0, ∀j ≥ 0.

Proof. Assume x > k i.e. x = k + ε. Then

fk(x) = (k + ε)2 + (2− k)(k + ε)− k = (k + ε)(ε+ 2)− k > (k + ε)(ε+ 2)− k − ε = (k + ε)(ε+ 1) > k.

Now assume x < −k i.e. x = −k − ε. Then (recall k ≥ 2 so 2k − 3 ≥ 1)

fk(x) = (−k − ε)2 + (k − 2)(k + ε)− k > (k + ε)(k + ε+ k − 2)− k − ε = (k + ε)(2k + ε− 3) > k.

Theorem 5.14. Let Ak = Γk ∪
⋃∞
j=0 f

−j
k ({0}). Then f−jk (Ak ∪ {0,−2}) ⊆ Ak ⊆ [−k, k], ∀j ≥ 0. In other

words, Ak satisfies (5.1)

Proof. By 5.13, Γk ⊆ [−k, k] and
⋃∞
j=0 f

−j
k ({0}) ⊆ [−k, k] so Ak ⊆ [−k, k]. Note

f−jk (Ak ∪ {0,−2}) = f−jk (Γk ∪ {−2}) ∪
∞⋃
i=0

f
−(i+j)
k ({0}), ∀j ≥ 0.

Clearly
⋃∞
i=0 f

−(i+j)
k ({0}) ⊆ Ak by definition. Furthermore, fk(−2) = (−2)2 + (2 − k)(−2) − k = k and

f2
k (−2) = fk(k) = k2 + (2 − k)k − k = k so f jk(−2) ∈ [−k, k] for all j ≥ 0 so −2 ∈ f−jk ([−k, k]), ∀j ∈ N

i.e. −2 ∈ Γk so Γk ∪ {−2} = Γk. Thus it would be sufficient if we can show that f−jk (Γk) ⊆ Γk, ∀j ≥ 0.
Via induction this is equivalent to saying that f−1

k (Γk) ⊆ Γk. If x ∈ f−1
k (Γk) i.e. fk(x) ∈ Γk so fk(x) ∈

f−jk ([−k, k]) =⇒ x ∈ f
−(j+1)
k ([−k, k]), ∀j ≥ 0. Now we only need x ∈ [−k, k], but this follows 5.13:

x /∈ [−k, k] =⇒ fk(x) /∈ [−k, k] ⊇ Γk.

What we showed is that suppose we are given G ∈ Fk such that SpecG ⊆ Ak, define {Gj = φj(G) : j ≥ 0}.
Then SpecGj ⊆ Ak, ∀j ≥ 0.

Example 5.15. Recall that

SpecKk+1 =

(
k −1
1 k

)
.

Note fk(−1) = 1− 2 + k − k = −1 is a fixed point so −1 ∈ Γk ⊆ Ak. So let G = Kk+1. Then {Gj = φj(G) :
j ≥ 0} has SpecGj ⊆ Ak, ∀j ≥ 0.

5.1 Spectral gaps

One major application of studying spectra of graphs is the study of mixing times of random walks.

Definition 5.16. Let G ∈ Fk. Then MG = 1
kAG is the random walk matrix on G.

The idea of random walk matrices is that MG(i, j) is the probability of walking to node j in 1 step, if
one starts at node i (namely 1

k for G ∈ Fk).
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Proposition 5.17. Let M be a random walk matrix on G. Let p
(m)
i,j denote the probability of going to node

j in m ∈ N steps, starting at node i. Then p
(m)
i,j = (Mm)i,j.

Proof. We do induction on m. m = 1 follows the definition.

6 Gap sets for the spectra of cubic graphs

This section is an outline of a paper by Kollár and Sarnak.
Throughout this section, we will only study cubic graphs, i.e. 3-regular connected, simple graphs (unless

noted otherwise), and the set of all such graphs will be denoted X and its planar subset, XPlanar. Recall
that the spectrum of G ∈ X, SpecG, is a subset of [−3, 3] and 3 ∈ SpecG.

Definition 6.1. A closed K ⊆ [−3, 3] is called spectral if there exists infinitely many {Gn}n∈N ⊆ X such
that SpecGn ⊆ K∀n ∈ N. A = [−3, 3] \K is then called a gap set and each x ∈ A is said to be gapped by
{Gn}.

Note that trivially
⋃
n∈N SpecGn is spectral. Since any closed superset of a spectral set is spectral, we

are interested in minimal spectral sets (or equivalently maximal gap sets) in particular, i.e. spectral sets for
which no proper subset is spectral.

Gap sets are always open in [−3, 3] and 3 is never gapped. As such any x ∈ [−3, 3) that is gapped must
also have a neighbourhood around it within [−3, 3) in which every point is gapped. The following is one of
the main results of the paper:

Theorem 6.2. Every point in [−3, 3) is planar gapped.

The proof of 6.2 will, in particular, make use of the triangle map T , defined as follows:

Definition 6.3. The triangle map T : X → X is defined by replacing every vertex in G by a triangle and
joining them according to adjacency in G.

Explicitly, we first take a subdivision of G by adding a vertex on every edge, then take the edge dual of
that graph, such that every vertex that was in V (G) becomes K3 and every added vertex becomes K2 joining
the K3 together.

It turns out that the spectrum for G and T (G) are linked by the function

f(x) = x2 − x− 3.

In fact, it can be shown that SpecG relates to Spec T (G) via the following:

Spec T (G) = f−1(SpecG) ∪ {0} ∪ {−2} (6.1)

with the multiplicities preserved in f−1(SpecG) and with 0 and 2 having multiplicity |V (G)|/2 (on top of
the multiplicity of 0 and 2 from f−1(SpecG)). This makes the iterative properties of f important. Consider

Λ =

∞⋂
m=0

f−m([−3, 3]). (6.2)
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We will start by proving some general facts about sets invariant under some function. Let g : R→ R and C
non-empty bounded subset of R be such that for x /∈ C, gn(x) /∈ C and is unbounded as n→∞. Let

K =

∞⋂
m=0

g−m(C).

Proposition 6.4. K is the unique largest bounded set closed under g (meaning g(K) ⊆ K). Furthermore if
C ⊆ g(R) and is closed, then K is non-empty.

Proof. Clearly no bounded g-closed set can contain any x /∈ C. As a consequence, no bounded g-closed set
can contain any x where gn(x) /∈ C. Thus suppose K ′ is some bounded set where g(K ′) ⊆ K ′, then K ′ ⊆ K.
Now it suffices to prove that K is indeed g-closed, i.e. g(x) ∈ K for x ∈ K, but this is clear from the definition
of K (since gn(g(x)) = gn+1(x) ∈ C). Since gm(x) /∈ C =⇒ gm+1 /∈ C, g−m−1(C) ⊆ g−m(C) which means
that if C ⊆ g(R), then g−m+1(C) ⊆ g(R) so g−m(C) is non-empty for m ∈ N and compact, so K 6= ∅.

Corollary 6.5. K is the unique largest bounded set invariant under g (meaning g(K) = K)

Proof. Since any g-invariant set is necessarily g-closed, by 6.4 it suffices to prove that K itself is g-invariant.
Note that we already have g(K) ⊆ K ⇐⇒ K ⊆ g−1(K). For any x ∈ g−1(K), note g(x) ∈ K ⊆ g−1(K), so
g−1(K) is g-closed, so g−1(K) ⊆ K and we are done.

Now we take g = f , C = [−3, 3] and K = Λ. Then it suffices to show that x /∈ [−3, 3] has f(x) /∈ [−3, 3]
and fn(x)→∞. Note that for ε > 0, we have

f(3 + ε) = (3 + ε)2 − 6− ε = 3 + 5ε+ ε2

so taking 5ε+ ε2 as the new ε, since 5(5nε+ ε2) > 5n+1ε we inductively have fn(3 + ε) > 3 + 5nε
n→∞−−−−→ ∞.

For any x < −3, note f(x) > x2 so fn(x) > x2n →∞ (and obviously f(x) > 3). Thus 6.4 and 6.5 apply to
f and Λ.

In fact, taking C = [−2, 3] would produce the same Λ, since

f(−2− ε) = (−2− ε)2 − 1 + ε = 3 + 5ε+ ε2

so f(−2 − ε) > 3 so by the above, we have fn(−2 − ε) → ∞ and everything applies. Now we show some
properties of Λ.

Proposition 6.6. Let Cn = f−n([−2, 3]) be the n-th step in the construction of Λ (n ≥ 0). Then Cn is made
of 2n disjoint (non-singleton) intervals. Furthermore, each endpoint x in Cn is also an endpoint in Cn+1.

Proof. Note that since the minimum of f is f(1/2) = −3− 1/4 which is smaller than all our intervals, each
interval has two intervals as pre-images (and disjoint sets have disjoint pre-images) so Cn consists of precisely
2n intervals.

Any interval [a, b] in Cn, n ≥ 1 (meaning [a, b] ⊆ Cn and a − ε, b + ε /∈ Cn for all ε small enough) must
have f([a, b]) being an interval in Cn−1, since f([a, b]) ⊆ Cn−1 and f(a) ± ε ∈ Cn−1 =⇒ a ± δ ∈ Cn for δ
small enough (analogous for f(b)), and f([a, b]) is an actual interval since f is monotonic on [a, b].

Thus if x were an endpoint of some interval in Cn, then fm(x) is an endpoint in Cn−m so x ∈ Λ, since
fn(x) ∈ {−2, 3} so fm(x) = 3 for m > n. This means x ∈ Cn+1, which forces x to be an endpoint, since
Cn+1 ⊆ Cn.
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Corollary 6.7. Λ is uncountable.

Proof. 6.6 showed that, since Cn+1 ⊆ Cn and has twice as many intervals, with one of the endpoints of each
interval matching with endpoints of intervals in Cn and all the intervals in Cn+1 being subsets of those in
Cn, each interval in Cn must have been split into two intervals in Cn+1. The proof of uncountability then is
exactly the same as the one for the Cantor set.

7 The chromatic polynomial

In this section, we deal with general graphs rather than simple graphs. By an r-color partition of G, we mean
a partitioning of V (G) into {V1, . . . , Vr} such that no v ∈ Vi and u ∈ Vj are adjacent for i 6= j. In other
words, an r-color partition can define an r-coloring of G.

Definition 7.1. Given G (general) graph on n vertices and given u ∈ C, for each r ∈ N let mr(G) denote the
number of r-color partitions of G and let u(r) denote u(u− 1)(u− 2) · · · (u− r+ 1). We define the chromatic
polynomial of G to be

CG(u) =

n∑
r=1

mr(G)u(r).

Proposition 7.2. If s ∈ N, then CG(s) is the number of colorings of G using at most s colors.

Proof. We claim that mr(G)s(r) is precisely the number of s-colorings of G after an r-color partition (i.e. using
precisely r colors). If r > s then there are no s-colorings allowed, and indeed s(r) = 0 if and only if s ∈ N
and s < r. If r ≤ s then s(r) =

(
s
r

)
r! and indeed, for each r-color partition, we have

(
s
r

)
ways of choosing r

colors out of s options, and then r! ways of permuting r colors across the color classes.

Arguably the simplest graph to compute the chromatic polynomial on is the complete graph.

Example 7.3. Since Kn has no color partition using less than n color classes, m1(Kn) = · · · = mn−1(Kn) = 0
and mn(Kn) = 1, thus

CKn
(u) = u(u− 1) · · · (u− n+ 1)

and we can observe that this is indeed the number of ways to assign n colors out of u options to color Kn.

Note that the chromatic polynomial is indeed a polynomial since each u(r) is a polynomial. Its degree is
no more than n. Since mn(G) = 1, CG is monic.

For G disconnected with components G1 and G2, for each way to color G1 in s ∈ N colors or less paired
with each way to s-color G2, we have a distinct way to color G and vice versa. Thus we have, by 7.2,

CG(s) = CG1
(s)CG2

(s).

Since a polynomial is uniquely determined by its values on N, we have

CG = CG1
CG2

.
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Since u is a factor in u(r) for all r ≥ 1, we have CG(0) = 0 for any G (i.e. the coefficient of 1 = u0 is 0).
If G has c components, then the coefficients of u0, u1, . . . , uc−1 are all 0 due to CG =

∏c
i=1 CGi where each

CGi
has coefficient 0 on u0. Finally, if E(G) 6= ∅ then m1(G) = 0 and CG(1) = 0 and u− 1 is a factor of CG.

Note that the problem of finding zeros of CG encompasses the problem of finding the chromatic number
of G, χ(G), since the smallest natural number that is not a zero of CG is χ(G).

Now we discuss some techniques of calculating chromatic polynomials.

Definition 7.4. Suppose e ∈ E(G) is not a loop. We define G(e) to be the graph with V (G(e)) = V (G) and
E(G(e)) = E(G) \ e and say that G(e) is obtained from G by deleting e. We define G(e) to be the graph with
e removed and with the two vertices incident to e identified as one vertex and say that G(e) is obtained from
G by contracting e.

Note that G(e) has one edge fewer than G and G(e) has one edge and one vertex fewer than G. Thus
the following proposition provides a method to compute the chromatic polynomial by repeated reduction to
smaller graphs. This is known as the deletion-contraction method.

Proposition 7.5.
CG = CG(e) − CG(e)

.

Proof. We show CG(e) = CG + CG(e)
. Indeed for each way of coloring G(e), either the vertices incident to e

in G are not colored the same, thus corresponding to a coloring of G, or they are, thus corresponding to a
coloring of G(e). Thus CG(e)(s) = CG(s) + CG(e)

(s) on s ∈ N and the general equality follows.

We use 7.5 to obtain the general formula for CT when T is a tree:

Corollary 7.6. If T is a tree with n vertices, then

CT (u) = u(u− 1)n−1.

Proof. We use induction on n to prove CT (u) = u(u−1)n−1. n = 1 is trivial since there are s ways to s-color
one vertex. Assume it is true for n = N and let T be a tree with N + 1 vertices. It is known that T has at
least one vertex of degree 1 (in fact, at least two vertices) so call it v. Let e be the edge attaching v to the
rest of T . Let T ′ = 〈V (T ) \ {v}〉 and note that T ′ is a tree with N vertices, so by IH CT ′(u) = u(u− 1)N−1.
Then note T(e) = T ′ so

CT(e)
(u) = CT ′(u) = u(u− 1)N−1.

T (e) has disconnected components 〈{v}〉 and T ′ so

CT (e)(u) = C〈{v}〉(u)CT ′(u) = u(u(u− 1)N−1).

Thus by 7.5
CT = CT (e) − CT(e)

= u(u− 1)N−1(u− 1) = u(u− 1)N .

We can apply 7.5 and 7.6 together to obtain the general formula for CCn
.
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Example 7.7. CC1 ≡ 0. When n ≥ 2, let e ∈ E(Cn), then Cn,(e) = Cn−1 and C
(e)
n = Pn so

CCn(u) = C
C

(e)
n

(u)− CCn,(e)
(u) = CPn(u)− CCn−1(u) = u(u− 1)n−1 − CCn−1(u)

= (u− 1)n − (CCn−1
(u)− (u− 1)n−1).

We note that CCn(u)− (u− 1)n = −(CCn−1(u)− (u− 1)n−1)∀n ≥ 2 so we know

CCn(u) = (u− 1)n + (−1)nf(u)

for some f(u) independent of n. Since the base case is CC1
= 0 = u− 1 + (−1)(u− 1), we know f(u) = u− 1

so
CCn(u) = (u− 1)n + (−1)n(u− 1).

Now we describe two additional methods of calculating chromatic polynomials. The first is based on a
join operation for graphs:

Definition 7.8. Let G1, G2 be graphs (with V (G1) ∩ V (G2) = ∅). We define their join G1 +G2 to be the
graph with

V (G1 +G2) = V (G1) ∪ V (G2)

and
E(G1 +G2) = E(G1) ∪ E(G2) ∪ {(u, v) : u ∈ V (G1), v ∈ V (G2)}.

In other words, G1 +G2 contains G1 and G2 as disjoint subgraphs and edges joining all vertices between
them, and nothing else.

Proposition 7.9. Suppose G = G1 +G2, then

mr(G) =
∑
i+j=r

mi(G1)mj(G2).

Proof. For each r-color partition of G, the colors used on G1 and G2 must be disjoint, so G1 must have an
i-color partition and G2 a j-color partition such that i+ j = r and conversely any such pair indeed gives an
r-color partition of G.

This directly give us the following formula for computing chromatic polynomials of joins:

Corollary 7.10. Define

n∑
r=1

m(r)u(r) ◦
∑̀
s=1

m(s)u(s) =

n∑
r=1

∑̀
s=1

m(r)m(s)u(r+s) =

m+n∑
t=1

∑
r+s=t

m(r)m(s)u(t).

Then
CG1+G2 = CG1 ◦ CG2 .
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Here use 7.10 to derive CK3,3 :

Example 7.11. Note that K3,3 = N3 + N3, where Nk defines a graph with k vertices and no edges. Since
there are 3 ways to partition a set of 3 elements into 2 classes, note

CN3
(u) = u(1) + 3u(2) + u(3).

Thus

CK3,3(u) = CN3(u) ◦ CN3(u) = (u(1) + 3u(2) + u(3)) ◦ (u(1) + 3u(2) + u(3))

= u(2) + 3u(3) + u(4) + 3u(3) + 9u(4) + 3u(5) + u(4) + 3u(5) + u(6)

= u(2) + 6u(3) + 11u(4) + 6u(5) + u(6).

Theoretically, we can apply the same argument to all Kn,m and algorithmically find its chromatic poly-
nomial. However note that there is no known closed-form expression for the number of ways to partition k
elements into r classes, so we cannot obtain a closed-form CKn,m

this way for all n,m ∈ N.
Another application of 7.10 relates the chromatic polynomial of G with that of N1 + G, called the cone

of G and denoted c(G), and N2 +G, called the suspension of G and denoted s(G).

Proposition 7.12. The chromatic polynomial of a cone and a suspension are given by

Cc(G)(u) = uCG(u− 1), (7.1)

Cs(G)(u) = u(u− 1)CG(u− 2) + uCG(u− 1). (7.2)

Proof. Note CN1 = u(1) and CN2 = u(1) + u(2). (7.1) is due to 7.10 and the fact that u(r+1) = u(u− 1)(r), so

Cc(G)(u) = u(1) ◦ CG(u) = uCG(u− 1).

(7.2) is similar, using u(r+2) = u(u− 1)(u− 2)(r), so

Cs(G)(u) = (u(1) + u(2)) ◦ Cs(G)(u) = u(u− 1)CG(u− 2) + uCG(u− 1).

The second technique applies to graphs described as follows:

Definition 7.13. The (general) graph G is quasi-separable if there is K ⊆ V (G) such that the induced
subgraph 〈K〉 is complete but 〈V (G) \ K〉 is disconnected. G is separable if |K| ≤ 1; in this case either
K = ∅ so G is in fact disconnected, or |K| = 1, in which case we call v ∈ K a cut-vertex.

It follows that by taking each of the disconnected components and unioning each with K, we can get
V1, V2 ⊆ V (G) such that V1 ∪ V2 = V (G), V1 ∩ V2 = K and there are no edges between V1 \K and V2 \K.
We call (V1, V2) a quasi-separation, or a separation if |K| ≤ 1.

The following reduces the chromatic polynomial of a graph with quasi-separation (V1, V2) to the chromatic
polynomials of 〈V1〉, 〈V2〉 and 〈V1 ∩ V2〉:
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Proposition 7.14. If G has quasi-separation (V1, V2), then

CG =
C〈V1〉C〈V2〉

C〈V1∩V2〉

with the convention that C〈∅〉(u) = 1.

Proof. If V1 ∩ V2 = ∅, then G is disjoint and the result follows a previous remark about 7.2. Suppose that
〈K〉 = 〈V1 ∩ V2〉 ∼= Kt with t ≥ 1. Let s ∈ N.

Due to the fact that all colorings on 〈Kt〉 are isomorphic (i.e. one can bijectively map each color to some
other color to go from one coloring to another), each coloring on 〈K〉 can be extended in CG(s)/s(t) ways to
a coloring in G (because there exists a bijection between extensions starting from different colorings of 〈K〉).
Since Kt ⊆ 〈V1〉, 〈V2〉, the same argument applies to C〈V1〉(s)/s(t) and C〈V2〉(s)/s(t).

Because 〈V1 \K〉 and 〈V2 \K〉 have no edges between them, extensions for 〈V1〉 and 〈V2〉 starting from
the same coloring on Kt are independent, hence

CG(s)

s(t)
=
C〈V1〉(s)

s(t)

C〈V1〉(s)

s(t)

=⇒ CG(s) =
C〈V1〉(s)C〈V1〉(s)

s(t)
=
C〈V1〉(s)C〈V1〉(s)

C〈V1∩V2〉(s)

=⇒ CG =
C〈V1〉C〈V2〉

C〈V1∩V2〉
.

7.14 is often useful for finding chromatic polynomials of small graphs for which the subgraphs induced by
the quasi-separation are well-known. The following is an example:

1 2

3 4

Figure 2: G separable with V1 = {1, 2, 3} and V2 = {2, 3, 4}

28



Example 7.15. Consider the graph in Figure 2. Under the given separation and using the fact that 〈V1〉 ∼=
〈V2〉 ∼= K3 while 〈V1 ∩ V2〉 ∼= K2, we get

CG(u) =
C〈V1〉(u)C〈V2〉(u)

C〈V1∩V2〉(u)
=

(u(u− 1)(u− 2))2

u(u− 1)
= u(u− 1)(u− 2)2.

Note that there are other ways to compute CG. For example, G can also be viewed as cP3, in other words
N1 + P3 where V (N1) = {3} and V (P3) = {1, 2, 4}, in which case

CG(u) = uCP3
(u− 1) = u(u− 1)(u− 2)2.

8 Bounds on the complex zeros of chromatic polynomials

This section consists of notes on a paper by Sokal 2000.

8.1 Introduction

We have previously introduced (in 7) the chromatic polynomial for (general) graph G. For each e ∈ E let
ve ∈ C. Then we define (let s ∈ N, xe, ye ∈ V be the two endpoints of e, 1 denote the indicator function,
and product over the empty set understood to give 1)

ZG(s, {ve}) =
∑

σ:V→{1,...,s}

∏
e∈E

[
1 + ve1{σ(xe) = σ(ye)}

]
. (8.1)

We will show below (8.1) that (8.1) is the restriction of a polynomial to N×C|E|. If one takes ve = −1∀e ∈ E,
then ∏

e∈E

[
1− 1{σ(xe) = σ(ye)}

]
= 1{σ(xe) 6= σ(ye)∀e ∈ E} = 1{σ is an s-coloring of V }

so ZG(s,−1, . . . ,−1) = CG(s) is precisely the chromatic polynomial. If one takes ve = v∀e ∈ E then the
two-variable ZG(s, v) is called, up to some trivial transformation (see 8.2), the dichromatic polynomial or the
Tutte polynomial.

Proposition 8.1. ZG(s, {ve}) is a polynomial in its arguments with 1 as the only non-zero coefficient.

Proof. First we expand the multiplication in (8.1) (E′ is taken over all subsets of E):

ZG(s, {ve}) =
∑
σ

∏
e∈E

[
1 + ve1{σ(xe) = σ(ye)}

]
=
∑
σ

∑
E′⊆E

∏
e∈E′

ve1{σ(xe) = σ(ye)}

=
∑
σ

∑
E′⊆E

1{σ(xe) = σ(ye)∀e ∈ E′}
∏
e∈E′

ve

=
∑
E′⊆E

|{σ : σ(xe) = σ(ye)∀e ∈ E′}|
∏
e∈E′

ve.
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Fix E′ ⊆ E. For any σ, note that σ(xe) = σ(ye)∀e ∈ E′ if and only if all components of the subgraph induced
by E′ are colored in the same color. Since each component would have s choices of colors, let c(E′) denote
the number of components in the said subgraph, then there are sc(E

′) possibilities of σ for a given E′ ⊆ E.
Thus

ZG(s, {ve}) =
∑
E′⊆E

sc(E
′)
∏
e∈E′

ve. (8.2)

Since (8.1) was only defined for s ∈ N, we take (8.2) to be the definition of ZG(s, {ve}) for s, {ve} ∈ C.
We now show the relationship between the two-variable ZG(s, v) (i.e. ve = v∀e ∈ E) and the conventional
Tutte polynomial TG(x, y).

Corollary 8.2. Define

TG(x, y) =
∑
E′⊆E

(x− 1)c(E
′)−c(E)(y − 1)|E

′|+c(E′)−|V |.

Then
TG(x, y) = (x− 1)−c(E)(y − 1)−|V |ZG((x− 1)(y − 1), y − 1).

Proof.

ZG((x− 1)(y − 1), y − 1) =
∑
E′⊆E

(x− 1)c(E
′)(y − 1)|E

′|+c(E′).

In the context of statistical mechanics, (8.1) is known as the partition function of the s-state Potts model6.
In this model, each site x ∈ V can exist in any of the s ∈ N different ‘states’ (e.g. spins). The energy of
e ∈ E is 0 if the states of the end points are unequal and −Je if they are equal, and we sum over all e ∈ E
to get H(σ), the energy of a given configuration σ. The Boltzmann weight of σ is then e−βH(σ), where β ≥ 0
is the inverse temperature7. The partition function is the sum of Boltzmann weights over all σ. It is easy to
see that by taking ve = eβJe − 1∀e ∈ E, the partition function is equivalent to (8.1). An interaction e ∈ E
is called ferromagnetic if Je > 0 ⇐⇒ ve > 0, antiferromagnetic if −∞ ≤ Je < 0 ⇐⇒ −1 ≤ ve < 0, and
otherwise the ends of e are non-interacting (i.e. Je = 0 ⇐⇒ ve = 0, equivalent to e being removed).

We remark that the partition function (provided it is non-zero) serves as a normalizing constant for the
Boltzmann weights, such that

fG,s,{ve}(σ) =
e−βH(σ)

ZG(s, {ve})
is a probability distribution (called an ensemble in statistical mechanics) over possible configurations σ. In
fact, complex zeros of ZG are often particular interest, as explained below.

Often, one would want to study phase transitions, i.e. points where some physical quantities (e.g. energy)
depend nonanalytically (or even discontinuously) on the parameters of the system (e.g. temperature or the
magnetic field, i.e. Je). Such points are impossible in (8.1) for any finite G, but they could arise in an
infinite-volume limit, i.e. some limit G∞ of increasing graphs Gi with n(Gi) → ∞. Regular lattices such as
the d-dimensional integer lattice are typical examples. It can then be shown (under modest assumptions on
Gi) that the (limiting) free energy per unit volume

fG∞(s, v) = lim
i→∞

|n(Gi)|−1 logZGi
(s, v)

6The s = 2 case is known as the Ising model.
7β = 1/(kBT ) where kB is the Boltzmann constant and T is the temperature.
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exists for all nondegenerate physical8 values of the parameters, namely either

1. s ∈ N and −1 < v <∞ (using (8.1)), or

2. s > 0 and 0 ≤ v <∞ (using (8.2)).

The limit fG∞ is in general continuous in v, but can fail to be real-analytic in v, because complex singularities
of logZGi , i.e. complex zeros of ZGi , can approach the real axis as i→∞. Therefore the real limits of such
zeros are precisely the points of interest when studying phase transitions, so theorems on the location of the
zeros of the partition function are very important.9

The purpose of the paper was to give an upper bound on complex zeros of ZG for ve in the ‘complex
antiferromagnetic regime’ A = {v ∈ C : |1 + v| ≤ 1}, i.e. |1 + ve| ≤ 1. This bound can be valid for infinite
families of G, if some local conditions on ve hold. A corollary is an upper bound on the zeros of the chromatic
polynomial based on the maximum degree of G: for each r ≥ 0, there exists C(r) such that for any loopless
G with maximum degree r, the zeros of CG(u) lie in |u| < C(r). It is also proven that C(r) grows at most
linearly in r. Note that C(r) grows at least linearly because r + 1 is a root of CKr+1

. An explicit bound of
C(r) ≤ 7.963907r was given. Finally, with one vertex of degree exceeding r, the zeros of CG(u) are bounded
by |u| < C(r) + 1. It is known that the roots of CG are unbounded when there are two such vertices.

These notes will discuss the bound on the zeros of ZG for a fixed G under |1 + ve| ≤ 1 as well as the
corollary on CG. We will also show that C(r) grows at most linearly, but with a worse bound than the one
given.

8.2 Transformation of the Potts-model partition function to a polymer gas

Let G = (V,E) have complex edge weights {ve}e∈E . If e is a loop then by (8.1) its presence simply multiplies
ZG by (1 + ve), thus WLOG we assume G is loopless.10 For each E′ ⊆ E, if we decompose (V,E′) into

connected components S1, . . . , SN , note that c(E′) =
∑N
i=1(1 + |Si| − |Si|) = |V | −

∑N
i=1(|Si| − 1).

Proposition 8.3. Let G = (V,E) be loopless with edge weights {ve}e∈E. Then

ZG(s, {ve}) = s|V |Zpolymer, G(s, {ve}), (8.3)

where

Zpolymer,G(s, {ve}) =

∞∑
N=0

1

N !

∑
⊔N

i=1 Si⊆V

N∏
i=1

w(Si) (8.4)

and where

w(S) =

{
s−(|S|−1)

∑
E′⊆ES , (S,E′) connected

∏
e∈E′ ve |S| ≥ 2

0 |S| ≤ 1
(8.5)

In particular note w(S) = 0 if (S,ES) is not connected, i.e. if S is not the subset of a connected component.

8‘nondegenerate’ excludes cases v = −1 (using (8.1)), which causes some σ to have weight 0, and s = 0 (using (8.2));
‘physical’ means that v is such that there are no negative terms in the outmost summation, allowing a probability distribution
to exist

9In particular, theorems that guarantee a certain complex region is free of zeros are known as Lee-Yang theorems.
10A similar argument can be made for parallel edges e1, . . . , en, which can be replaced by a single edge e with weight∏n
i=1(1 + vei )− 1 and get the same ZG. However this does not simplify much so we will not be assuming there be no parallel

edges.
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Proof. Clearly we only need to consider
⊔N
i=1 Si = S ⊆ V where each (Si, ESi) is connected and where each

|Si| > 1, due to which ESi 6= ∅. In that case

N∏
i=1

w(Si) =

N∏
i=1

s−(|Si|−1)
∑

E′⊆ESi
,

(Si,E
′) connected

∏
e∈E′

ve =
∑

E′=
⊔N

i=1 E
′
i:

E′i⊆ESi
,

(Si,E
′
i) connected

s−
∑N

i=1(|Si|−1)
∏
e∈E′

ve.

Note that since |S|−
∑N
i=1(|Si|−1) = N which is the number of components in (S,E′), and there are precisely

|V | − |S| more components in (V,E′) than in (S,E′), we have c(E′) = |V | −
∑N
i=1(|Si| − 1). Thus (8.3) is

s|V |Zpolymer, G(s, {ve}) =

∞∑
N=0

1

N !

∑
⊔N

i=1 Si=S⊆V

∑
E′=

⊔N
i=1 E

′
i:

E′i⊆ESi
,

(Si,E
′
i) connected

sc(E
′)
∏
e∈E′

ve. (8.6)

For each E′ ⊆ E such that (V,E′) has N components S1, . . . , SN where each |Si| > 1, there are precisely
N ! possible ways to permute those Si such that S1, . . . , SN are still the connected components of (S,E′), so
such E′ appears throughout the summation in (8.6) exactly N ! times. By summing across all N , we taking
into account every possible E′ ⊆ E so

s|V |Zpolymer, G(s, {ve}) =
∑
E′⊆E

sc(E
′)
∏
e∈E′

ve = ZG(s, {ve}).

The ‘polymer model’ (8.4) has the form of a grand-canonical gas (8.4)

Zpolymer,G(s, {ve}) =

∞∑
N=0

1

N !

∑
S1,...,SN⊆V

N∏
i=1

w(Si)
∏

1≤i,j≤N

1{Si ∩ Sj = ∅} (8.7)

with single-particle state space P∗(V ) (non-empty subsets of V , or, equivalently, due to how w(S) was
defined, S ⊆ V with |S| ≥ 2 and connected (S,ES)), fugacities w(S) and two-particle Boltzmann factor
1{Si ∩ Sj = ∅}.

If we define an exponential generating function (EGF) in M variables w.r.t. sequence {a(n1, . . . , nM )}ni∈N
as

G({an}, x1, . . . , xM ) =

∞∑
N=0

1

N !

∑
∑M

m=1 nm=N

a(n1, . . . , nM )

M∏
m=1

xnm
m , (8.8)

then (8.7) is precisely (8.8) with M = |P∗(V )| with each m associated to some S ∈P∗(V ), xS = w(S)∀S ∈
P∗(V ) and a({nS}S∈P∗(V )) is an indicator function for the following: nS = 1 or nS = 0 for each S, and
S ∩S′ = ∅ for each S, S′ where nS , nS′ = 1. (8.7) is thus the generating function for independent sets in the
intersection graph constructed from P∗(V ) with variables w(S).

We remark that since −(|S| − 1) ≤ −1 when w(S) 6= 0, w(S) decreases in s. Thus if the sum over E′

can be controlled, one can expect an exponential decay of w(S) in |S| provided s is large enough so that
the exponential decay overshadows the increase in the sum over E′. Thus as we show that Zpolymer,G does
not vanish for small enough w(S), we have reason to believe that the same is true for large enough s. This
essentially outlines the following sections, but in the opposite order.
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8.3 Dobrushin and Kotechý-Preiss conditions for the nonvanishing of Z

Definition 8.4. A grand-canonical gas is defined by a single-particle state space X (here finite), a fugacity
vector w = {wx}x∈X ∈ C|X| and a symmetric two-particle Boltzmann factor W : X ×X → C. The (grand)
partition function z(w,W ) is then defined to be the sum over ways of placing N ≥ 0 particles on sites
x1, . . . , xN ∈ X, with each configuration given a Boltzmann weight, which is the product over all wxi

and
W (xi, xj) (for i 6= j):

Z(w,W ) =

∞∑
N=0

1

N !

∑
x1,...,xN∈X

N∏
i=1

wxi

∏
1≤i<j≤N

W (xi, xj). (8.9)

Under weak assumptions on W (e.g. |W (x, y)| ≤ 1 like in (8.7)) Z(w,W ) is analytic in w. We want to find a
sufficient condition for Z(w,W ) to be nonvanishing in a polydisc DR = {w : |wx| < Rx}. This would imply
in particular that logZ(w,W ) is analytic in DR.

Note that if W were hard-core self-repulsive, i.e. W (x, x) = 0∀x ∈ X, then we only need to consider
summation over distinct xi, i.e. (8.9) would be equivalent to summing over subsets:

Z(w,W ) =
∑
X′⊆X

∏
x∈X′

wx
∏

{x,y}⊆X′
W (x, y).

Under this assumption, we introduce the notation where, for each Λ ⊆ X, we write11

ZΛ(w,W ) =
∑
X′⊆Λ

∏
x∈X′

wx
∏

{x,y}∈X′
W (x, y). (8.10)

Now we give an extension of a theorem due to Dobrushin:

Theorem 8.5 (Extension to Dobrushin). Let X be finite and let W satisfy

1. 0 ≤W (x, y) ≤ 1∀x, y ∈ X;

2. W (x, x) = 0∀x ∈ X).

Suppose for each x ∈ X, there exists Rx ≥ 0 and 0 ≤ Kx < 1/Rx satisfying

Kx ≥
∏

y∈X:y 6=x

1−W (x, y)KyRy
1−KyRy

. (8.11)

Then, for each Λ ⊆ X, ZΛ(w,W ) is nonvanishing in the closed polydisc DR = {w ∈ C|X| : |wx| ≤ Rx} and
satisfies in DR ∣∣∣∣∂ logZΛ(w,W )

∂wx

∣∣∣∣ ≤
{

Kx

1−Kx|wx| x ∈ Λ,

0 x ∈ X \ Λ.
(8.12)

Moreover, given w,w′ ∈ DR such that w′x/wx ∈ [0,∞]∀x ∈ X, by integration, one can get12∣∣∣∣log
ZΛ(w′,W )

ZΛ(w,W )

∣∣∣∣ ≤∑
x∈Λ

∣∣∣∣log
1−Kx|w′x|
1−Kx|wx|

∣∣∣∣ . (8.13)

11Note that this is equivalent to setting wx = 0 for x /∈ Λ.
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We remark that since W (x, y)KyRy ≤ KyRy, by (8.11) we have Kx ≥ 1 and thus Rx < 1.

Proof. On any Λ, (8.12) implies (8.13) because let w(t) : [0, 1] → C|X|, t 7→ w(1 − t) + w′t, then w(0) = w

and w(1) = w′ and note |∂wx

t | = |w
′
x − wx| = ||w′x| − |wx|| = |

∂|wx|
∂t |, thus

∣∣∣∣ ∂∂t logZΛ(w(t),W )

∣∣∣∣ =

∣∣∣∣∣∣
∑
x∈X

∂ logZΛ(w,W )

∂wx

∂wx
∂t

∣∣∣∣∣∣ ≤
∑
x∈X

∣∣∣∣∂ logZΛ(w,W )

∂wx

∂wx
∂t

∣∣∣∣
≤
∑
x∈X

Kx

1−Kx|wx|

∣∣∣∣∂|wx|∂t

∣∣∣∣ =
∑
x∈X

∣∣∣∣ ∂∂t log(1−Kx|wx(t)|)
∣∣∣∣

=⇒

∣∣∣∣∣
∫ 1

0

∂

∂t
logZΛ(w(t),W )dt

∣∣∣∣∣ ≤∑
x∈X

∫ 1

0

∣∣∣∣ ∂∂t log(1−Kx|wx(t)|)
∣∣∣∣ dt

=⇒
∣∣∣∣log

ZΛ(w′,W )

ZΛ(w,W )

∣∣∣∣ ≤∑
x∈Λ

∣∣∣∣log
1−Kx|w′x|
1−Kx|wx|

∣∣∣∣ .
The rest of the proof is by induction on the cardinality Λ. The claim is vacuously true for Λ = ∅. Assume
(8.12) (and thus (8.13)) hold for all sets with cardinality less than n ∈ N and let |Λ| = n. Let X ∈ Λ and
let Λ′ = Λ \ {x}. Then from (8.10), by breaking down the summation over X ′ ⊆ Λ into X ′ containing x and
those that do not, we get

ZΛ(w,W ) = wxZΛ′(w̃,W ) + ZΛ′(w,W ) (8.14)

where w̃y = W (x, y)wy, so

wxZΛ′(w̃,W ) =
∑

X′:x/∈X′
wx

∏
y∈X′

wyW (x, y)
∏

{y,y′}∈X′
W (y, y′) =

∑
X′:x∈X′

∏
y∈X′

wy
∏

{y,y′∈X′}

W (y, y′).

We note w̃ ∈ DR since |W (x, y)| ≤ 1. From (8.14) we directly get

∂

∂wx
logZΛ(w,W ) =

ZΛ′(w̃,W )

wxZΛ′(w̃,W ) + ZΛ′(w,W )
=

k(w)

k(w)wx + 1

where k(w) = ZΛ′ (w̃,W )
ZΛ′ (w,W ) . Finally since w̃y/wy = W (x, y) ≥ 0, by IH we can apply (8.13) to bound |k(w)|

with

|k(w)| ≤
∏
y∈Λ′

1−Ky|w̃y|
1−Ky|wy|

=
∏
y∈Λ′

1−KyW (x, y)|wy|
1−Ky|wy|

≤
∏

y∈X\x

1−KyW (x, y)|wy|
1−Ky|wy|

. (8.15)

Note
1−KyW (x, y)|wy|

1−Ky|wy|
≤ 1−KyW (x, y)Ry

1−KyRy
⇐⇒ −KyRy ≤ −Ky|wy|

which is true so by (8.11) |k(w)| ≤ Kx. Note |k(w)|
|k(w)wx+1| ≤

|k(w)|
1−|k(w)||wx| and similarly to the above

|k(w)|
1− |k(w)||wx|

≤ Kx

1−Kx|wx|
⇐⇒ |k(w)| ≤ Kx

so (8.12) is proven and we are done.

12log z denotes the principal value of z 6= 0, i.e. the logarithm where Imlog z ∈ [−π, π], i.e. log(x + yi) = log
√
x2 + y2 +

i atan2(x, y)∀x, y ∈ R, xy 6= 0.
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Now we restrict to W being a hard-core interaction, i.e. W (x, y) ∈ {0, 1}∀x, y ∈ X (while still being
hard-core self-repulsive). If W (x, y) = 0 (resp. 1), we say x and y are incompatible (resp. compatible) and
write x 6∼ y (resp. x ∼ y). In particular x 6∼ x. The hypothesis of 8.5, (8.11), is then equivalent to

Kx ≥
∏
y∼x

1−W (x, y)KyRy
1−KyRy

∏
y 6=x:y 6∼x

1−W (x, y)KyRy
1−KyRy

=
∏

y 6=x:y 6∼x

1

1−KyRy

⇐⇒
∏
y 6∼x

(1−KyRy)
KxRx

1−KxRx
=
∏
y 6∼x

(1−KyRy)

(
1

1−KxRx
− 1

)
≥ Rx.

Thus if cx = − log(1−KxRx) ≥ 0∀x ∈ X then (8.11) is equivalent to finding cx ≥ 0 such that

exp

−∑
y 6∼x

cy

 (ecx − 1) ≥ Rx∀x ∈ X.

This is the Dobrushin condition. Since ecx − 1 ≥ cx, a stronger and more convenient to check condition is
the Kotechý-Preiss condition:

exp

−∑
y 6∼x

cy

 cx ≥ Rx∀x ∈ X. (8.16)

Now we consider the special case where X can be partitioned into X =
⊔∞
n=1Xn and where there are suitable

{An}n∈N such that ∑
y∈Xn:y 6∼x

Ry ≤ Anm∀n ∈ N∀x ∈ Xm. (8.17)

(8.17) typically arises when X is a set of subsets of some V , and x 6∼ y ⇐⇒ x ∩ y 6= ∅. Then we take Xn

to be {x ∈ X : |x| = n}. Then if we showed that we can find {An} such that∑
y∈Xn:i∈y

Ry ≤ An∀n ∈ N∀i ∈ V, (8.18)

then for fixed x ∈ Xm and i ∈ x, An upper bounds summing Ry over y ∈ Xn with i ∈ x ∩ y =⇒ x 6∼ y, so
summing over the m i ∈ x we can get (8.17) to hold.

Suppose (8.17) holds and suppose we take cx = eαmRx∀x ∈ Xm for some suitable α > 0. Then

exp

−∑
y 6∼x

cy

 cx = exp

− ∞∑
n=1

∑
y∈Xn:y 6∼x

eαnRy

 eαmRx ≥ exp

− ∞∑
n=1

eαnAnm

 eαmRx
= exp


α− ∞∑

n=1

eαnAn

m

Rx
and this upper bounds Rx if and only if

α ≥
∞∑
n=1

eαnAn. (8.19)

This proves the following proposition:
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Proposition 8.6. Suppose that X =
⊔∞
n=1Xn and there exists {An}n∈N and α > 0 such that

1.
∑
y∈Xn:y 6∼xRy ≤ Anm for all m,n and all x ∈ Xm (8.17);

2.
∑∞
n=1 e

αnAn ≤ α (8.19).

Then the Kotechý-Preiss condition (8.16) (and thus 8.5) holds with cx = eαmRx∀x ∈ Xm.

Note that since X is finite, only finitely many An are nonzero. However for the rest of this section we
will ‘forget’ this fact and instead consider the general case where {An}n∈N is simply an infinite sequence.

In this case, for the existence of α > 0 such that
∑∞
n=1 e

αnAn ≤ α to hold, it is necessary that An decays
exponentially, i.e. there exists c > 1 such that lim supn→∞ cnAn = M <∞. However, since this would imply
that ( c2 )nAn ≤ (M + ε)/2n after finitely many terms, let N be such that ( c2 )nAn ≤ (M + ε)/2n∀n ≥ N and∑∞
n=N (M+ε)/2n ≤ (log c)/2, then it suffices to modify the first N−1 An so that

∑N−1
n=1 c

nAn ≤ (log c)/2 for
the desired α = log c to exist. Thus any exponential decay on An is sufficient for α to exist, up to modifying
finitely many An. In some applications it is thus important to estimate An for small n.

Let δ = lim infn→∞(− logAn)/n and let

F (α) = α−1
∞∑
n=1

eαnAn.

Then since (eα)n < An for large enough n as long as 0 < α < δ, eα is within the domain where g(x) =∑∞
n=1 x

nAn is analytic, so F is real-analytic in 0 < α < δ as a composition and then product of analytic
functions. Furthermore, F (α) → ∞ as α → δ since e((− logAn)/n−ε)nAn = e−εn can make the series grow
arbitrarily large as ε → 0, so since the series is increasing in α, it diverges when α ≥ δ so in that case
F (α) = ∞. As α → 0, clearly since eαnAn → An and α−1 → ∞ we have F (α) → ∞, thus by IVT the
infimum of F (α) on 0 < α < δ is actually attained, making (8.19) equivalent to

inf
α>0

α−1
∞∑
n=1

eαnAn ≤ 1.

8.4 Some combinatorial lemmas

8.4.1 Reduction to trees

In order to compute w(S), we need to sum over all connected subgraphs (S,E′) ⊆ (S,ES). However there
are often ‘too many’ such (S,E′) to upper bound. It is thus helpful that this sum can sometimes be bounded
by simply a sum over spanning trees. This is where |1 + ve| ≤ 1∀e ∈ E comes into play.

Proposition 8.7. Let G = (V,E) be equipped with complex edge weights {ve}e∈E satisfying |1 + ve| ≤ 1 for
all e. Then ∣∣∣∣∣∣∣∣∣

∑
E′⊆E,

(V,E′) connected

∏
e∈E′

ve

∣∣∣∣∣∣∣∣∣ ≤
∑
E′⊆E,

(V,E′) tree

∏
e∈E′
|ve|. (8.20)
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Outline of proof. WLOG G is connected since otherwise both sides are 0. It is known that there exists a map
R from the set of spanning trees in G to its set of connected subgraphs such that T ⊆ R(T ) and that for
each connected subgraph (V,E′) ⊆ (V,E), there exists a unique tree T such that ET ⊆ E′ ⊆ ER(T ). Thus
by factoring out

∏
e∈ET

ve for each such H on the left side of (8.20), we get∣∣∣∣∣∣∣∣∣
∑
E′⊆E,

(V,E′) connected

∏
e∈E′

ve

∣∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣
∑

ET⊆E,
(V,ET ) tree

∏
e∈ET

ve
∑
E′:

ET⊆E′⊆ER(T )

∏
e∈E′\ET

ve

∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣
∑

ET⊆E,
(V,ET ) tree

∏
e∈ET

ve
∑

E′:E′⊆ER(T )\ET

∏
e∈E′

ve

∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣
∑

ET⊆E,
(V,ET ) tree

∏
e∈ET

ve
∏

e∈ER(T )\ET

(1 + ve)

∣∣∣∣∣∣∣∣∣
≤

∑
ET⊆E,

(V,ET ) tree

∏
e∈ET

|ve|
∏

e∈ER(T )\ET

|1 + ve| ≤
∑
E′⊆E,

(V,E′) tree

∏
e∈E′
|ve|.

8.4.2 Connected subgraphs containing a specified vertex

Definition 8.8. Let G = (V,E) be finite or countably infinite equipped with edge weights {ve}e∈E and let
x ∈ V . Define the weighted sum (over connected subgraphs on n vertices and m edges)

Cn,m(G, {ve}, x) =
∑

(V ′,E′)⊆G connected,
x∈V ′,|V ′|=n,|E′|=m

∏
e∈E′
|ve|

with special cases tree sum

Tn(G, {ve}, x) = Cn,n−1(G, {ve}, x) =
∑

(V ′,E′)⊆G tree,
x∈V ′,|V ′|=n

∏
e∈E′
|ve|

and edge-counted sum

C•,m =

m+1∑
n=1

Cn,m(G, {ve}, x).

When the edge weights are all 1, we can omit them from the notation (i.e. Cn,m(G, x) = Cn,m(G, 1, . . . , 1, x)
etc.). For the infinite r-regular tree Tr containing vertex y, define the constant

t(r)n = Tn(Tr, y).
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Note that we trivially have

Cn,m(G, {ve}, x) ≤ Cn,m(G, x)

(
sup
e∈E
|ve|

)m
. (8.21)

We actually as of now already have all we need to state and prove the main result. However, in this section
we will first state some results that will improve our main theorem. The following was proven using the
universal cover graph13 for the first inequality, and generating functions and Lagrange’s implicit function

theorem for the closed form of t
(r)
n , but it is stated here without proof.

Proposition 8.9. Let G = (V,E) be finite or countably infinite of maximum degree r and equipped with edge
weights {ve}e∈E. Let x ∈ V and y be a vertex in Tr. Then

C•,m(G, x) ≤ C•,m(Tr, y) = Tm+1(Tr, y) = t
(r)
m+1 = r

((r − 1)(m+ 1))!

m!((r − 2)m+ 3)!
.

In consequence (8.21)

C•,m(G, {ve}, x) ≤ t(r)m+1

(
sup
e∈E
|ve|

)m
,

a particular case of which is

Tn(G, {ve}, x) ≤ t(r)n

(
sup
e∈E
|ve|

)n−1

. (8.22)

Another result, whose proof will be given, helps bound the expression 8.9 gives for t
(r)
n .

Proposition 8.10.

t(r)n = r
((r − 1)(n))!

(n− 1)!((r − 2)n+ 2)!
≤ (rn)n−1

n!

Proof.
((r − 1)(n))!

((r − 2)n+ 2)!
=

(rn− n)!

(rn− n− (n− 2))!
≤ (rn− n)n−2 ≤ (rn)n−2.

8.5 The main results

This is the main theorem of the paper:

Theorem 8.11. Let G = (V,E) be loopless, finite and equipped with complex edge weights satisfying {ve}e∈E
satisfying |1 + ve| ≤ 1∀e ∈ E. Let Q = Q(G, {ve}) > 0 be the smallest number satisfying

inf
α>0

α−1
∞∑
n=2

eαnQ−(n−1) max
x∈V

Tn(G, {ve}, x) ≤ 1. (8.23)

13The universal cover graph U is a tree constructed from the set of all walks starting at x and that do not using any edge
consecutively. U is a subgraph of Tr so C•,m(U, x) ≤ C•,m(Tr, y) is clear. However proving C•,m(G, x) ≤ C•,m(U, x) requires
more work and is omitted.
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Then all zeros (in s) of ZG(s, {ve}) lie in |s| < Q.

Note that Q <∞ since Tn ≡ 0 for n > |V |, so the series is finite.

Proof. First by 8.3 we view ZG as a grand-canonical gas with wS = w(S) and W (Si, Sj) being the exclusion
function 1{Si ∩ Sj = ∅}. Let RS = w(S) and let An = maxx∈V

∑
S:x∈S,|S|=n |w(S)|. Note A1 = 0 which is

why the series in (8.23) starts at 2. Then using the partition of P∗(V ) into Xn = {S ∈ P∗(V ) : |S| = n},
we have ∑

S∈Xm:x∈S
RS =

∑
S:|S|=n,x∈S

RS ≤ An∀x ∈ V

i.e. (8.18) and in consequence the first condition of 8.6 hold.
Note that from 8.7 we have, for all S where x ∈ S and |S| = n,

|w(S)| ≤ |s|−(|S|−1)
∑

E′⊆ES ,
(S,E′) tree

∏
e∈E′
|ve|

=⇒
∑

S:x∈S,|S|=n

|w(S)| ≤ |s|−(n−1)
∑

S:x∈S,|S|=n

∑
E′⊆ES ,

(S,E′) tree

∏
e∈E′
|ve| = |s|−(n−1)Tn(G, {ve}, x)

=⇒ An = max
x∈V

∑
S:x∈S,|S|=n

|w(S)| ≤ |s|−(n−1) max
x∈V

Tn(G, {ve}, x)

=⇒ α−1
∞∑
n=1

eαnAn = α−1
∞∑
n=2

eαnAn ≤ α−1
∞∑
n=2

eαn|s|−(n−1) max
x∈V

Tn(G, {ve}, x)

=⇒ inf
α>0

α−1
∞∑
n=2

eαnAn ≤ inf
α>0

α−1
∞∑
n=2

eαn|s|−(n−1) max
x∈V

Tn(G, {ve}, x) (8.24)

Since the right hand side of (8.24) is decreasing in |s| and the second condition of 8.6 would be satisfied with
|s| = Q, it would also be satisfied with |s| > Q so by 8.5 ZG(s, {ve}) is nonvanishing in wS ≤ RS = w(S),
thus ZG(s, {ve}) 6= 0∀|s| > Q.

If, in addition, the degree of vertices in G is at most r, then let C(r) be the smallest number such that

inf
α>0

α−1
∞∑
n=2

eαn(C(r))−(n−1)t(r)n ≤ 1.

Then as a corollary to 8.11, directly from 8.9, we have

Corollary 8.12. Let G = (V,E) be loopless, finite, of maximum degree r and equipped with complex edge
weights satisfying {ve}e∈E satisfying |1 + ve| ≤ 1∀e ∈ E. Let vmax = maxe∈E |ve|. Then all zeros of
ZG(s, {ve}) lie in |s| < C(r)vmax.

Recall that the chromatic polynomial CG(s) = ZG(s,−1, . . . ,−1). Thus directly from 8.12 we have
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Corollary 8.13. Let G = (V,E) be loopless, finite, of maximum degree r. Then all zeros of CG(s) lie in
|s| < C(r).

The following is a corollary of the bound on t
(r)
n from 8.10.

Corollary 8.14.
C(r) = O(r).

Proof. Note log nn−1

n! = (n− 1) log n−
∑n
i=1 log n ≤ (n− 1) log n−n log n+n = n− log n so nn−1

n! ≤
en

n ≤ e
n.

Thus if C(r) ≥Mr,

inf
α>0

α−1
∞∑
n=2

eαn(C(r))−(n−1)t(r)n ≤ inf
α>0

α−1
∞∑
n=2

eαn(C(r))−(n−1) (rn)n−1

n!

= inf
α>0

α−1
∞∑
n=2

eαn
(
C(r)

r

)−(n−1)
nn−1

n!

≤ inf
α>0

α−1
∞∑
n=2

e(α+1)n

(
C(r)

r

)−(n−1)

≤ inf
α>0

α−1M

∞∑
n=2

(
eα+1

M

)n
= inf
α>0

(Mα)−1e2(α+1) 1

1− eα+1/M
.

The above can be verified with M = 45 and α = 0.5.
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